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ABSTRACT 

Taiwan currently grapples with the intricate task of balancing its food supply and demand, resulting in the emergence 

of critical food surplus and waste issues. To address this pressing challenge, the government has turned to food dona-

tion initiatives led by public associations and private corporations to alleviate food waste concerns. Nevertheless, a 

significant obstacle remains in the form of the efficient and effective distribution of these fresh food donations from 

the supply side to the demand side. Therefore, this study aims to pioneer an innovative and optimized distribution 

model for fresh food donations employing TRIZ (Theory of Inventive Problem Solving) and grey relational analysis.  

Through an in-depth analysis of questionnaire data gathered from the public, this research uncovers the most favored 

distribution model, namely, "Government-invited third-party logistics providers (3PLs) to voluntarily manage distri-

bution services, alongside the provision of preferential subsidies or tax incentives." Building upon these findings, this 

study offers valuable recommendations for governmental agricultural authorities and other stakeholders within the 

fresh food donation supply chain, serving as a cornerstone for sustainable food management practices. 

Keywords: Fresh Food Donation; Distribution Mode; Disadvantaged Groups; TRIZ; Grey Relational Analysis. 

 

1 Introduction 

Food waste is recognized as a significant global 

challenge, particularly as the world population is pro-

jected to reach nine billion by 2050 (Garrone et al., 

2014). Annually, approximately one-third of the food in-

tended for human consumption worldwide does not 

reach our tables, being either squandered or misplaced 

(Mokrane et al., 2023). The annual worldwide food 

waste and loss could theoretically feed 939 million 

adults, assuming a diet of 2000 kcal and 50 g of protein 

per person each day (Abbade, 2020). In response to the 

growing need for a more sustainable future, food waste 

management has garnered increased attention from pol-

icymakers, NGOs, practitioners, and academics across 

various disciplines (de Hooge et al., 2017; Secondi et al., 

2015; Seminar, 2016; van Giesen & de Hooge, 2019). 

Schanes et al. (2018) highlight the complexity of food 

waste and emphasize the integration of different per-

spectives to identify factors that contribute to or hinder 

its generation. This integrated approach also aids in de-

signing surplus food distribution strategies in the final 

stages of the food supply chain.  

To address the challenge of reducing food waste 

and promoting more sustainable food management, 

TRIZ is employed. TRIZ facilitates the development of 

more suitable distribution modes for fresh food dona-

tions. Wang et al. (2024) applies the TRIZ methodology 

to design a strategy that aligns with the real needs of us-

ers, enabling them to become active participants in the 

effort to reduce household food waste. 

In Taiwan, the agricultural industry faces the issue 

of oversupply in certain types of fresh food, while vari-

ous disadvantaged groups, such as low-income families, 

homeless individuals, and seniors living alone, suffer 

from food shortages. This imbalance between supply 

and demand leads to food waste. Although public and 

corporate food donations are commonly used to address 

mailto:cyw@mail.mcu.edu.tw
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these problems, logistical constraints make it difficult to 

effectively supply surplus food to the intended recipients, 

resulting in further food waste during the distribution 

process. Farmers with excess fresh food (with a focus on 

fresh fruits and vegetables) and the disadvantaged 

groups in need are scattered across different geographic 

locations, exacerbating the challenge of establishing an 

efficient distribution system that effectively connects 

supply and demand.  

While some studies have proposed traceable supply 

chains for surplus food management (Aysoy et al., 2015), 

few have presented innovative distribution modes spe-

cifically for fresh food donations. Fortunately, the mod-

ern agriculture sector is known for its high level of in-

novation, which includes new production and pro-

cessing practices, novel locations, and innovative supply 

chain designs that can serve as references. This study 

aligns with the perspective of Shukla and Jharkharia 

(2013), who argue that fresh food supply chain manage-

ment should shift its focus from profit maximization to 

waste minimization to actively contribute to the sustain-

ability of the global food system. Therefore, the main 

objective of this study is to identify a new distribution 

mode that can overcome the logistical barriers associ-

ated with surplus fresh food donations. This is especially 

crucial for fresh food, which has the highest nutritional 

value and taste immediately after harvesting but dimin-

ishes over time, leading to spoilage (Osvald & Stirn, 

2008). Due to the perishability of these fresh foods and 

the need to maintain a cold chain to preserve their qual-

ity, they require particular attention in the distribution 

process (Pulina & Timpanaro, 2012). Ultimately, reduc-

ing food waste lies at the core of an effective food man-

agement system, necessitating the development of ap-

propriate strategies for a sustainable food supply chain 

(Barlagne et al., 2015). 

In contrast to many studies that utilize theoretical 

models such as delivery scheduling, routing, and loca-

tion selection to address distribution mode issues 

(Gajanand & Narendran, 2013; Regazzoni et al., 2013; 

Ullrich, 2012; van den Heuvel et al., 2014), our research 

takes a different approach. We focus on understanding 

the behavioral preferences of key actors involved in 

fresh food donations, including farmers, the government, 

logistics service providers, and disadvantaged groups 

(DGs). By considering these preferences, our aim is to 

identify an appropriate distribution mode that minimizes 

overall distribution costs while ensuring the satisfaction 

of DGs with respect to fresh food donations. To achieve 

these objectives, this study employs TRIZ (Theory of 

Inventive Problem Solving) in conjunction with grey re-

lational analysis. Through this approach, we develop 

preferred distribution modes that effectively distribute 

fresh food donations to DGs in a suitable manner. By 

integrating the insights gained from TRIZ and grey rela-

tional analysis, we can optimize the distribution process 

and enhance the overall effectiveness of fresh food do-

nation initiatives. 

In this article, an extensive literature review was con-

ducted to examine the distribution modes of agricultural 

products, as well as TRIZ. Subsequently, TRIZ was ap-

plied to generate 11 feasible alternative distribution 

modes. Questionnaires were then administered to farm-

ers, third-party logistics providers (3PLs), and disadvan-

taged groups (DGs) to determine the most appropriate 

options. Furthermore, the chosen distribution mode was 

tested through the presentation of relevant cases and ex-

amples. The analytical results and discussions derived 

from these investigations are presented, and concluding 

remarks are provided at the end of the article. 

2 Distribution mode of agricultural prod-

ucts and TRIZ 

2.1 Distribution performance of agricul-

tural products 

To assess the effectiveness of the agricultural dis-

tribution system, it is crucial to develop an appropriate 

performance measurement framework. Bowersox et al. 

(2000) and Gunasekaran et al. (2005) have incorporated 

performance metrics such as customer satisfaction, de-

livery speed, dependability, flexibility, and cost to eval-

uate distribution performance.  However, with the grow-

ing emphasis on sustainable development and corporate 

social responsibility, there is a need to consider the so-

cial dimensions of logistics management and maximize 

both economic value and social expectations.  

In this study, our specific goals are to achieve so-

cial welfare and address the social dimension, an aspect 

that has received limited attention from researchers 

(Beske-Janssen et al., 2015). To this end, we draw inspi-

ration from the concept of humanitarian logistics perfor-

mance, which aims to maximize the benefits of disad-

vantaged groups (DGs), farmers, and third-party logis-

tics service providers (3PLs) by identifying an appropri-

ate and cost-effective distribution approach for fresh 

food donations. To gain practical insights, we conducted 
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in-depth interviews with industry experts, resulting in 

the identification of core criteria for fresh food distribu-

tion. Furthermore, building on the research conducted 

by Lan et al. (2008), which explored the distribution 

mode of regional food cold chains with a focus on im-

proving economic and social effects, we identified 

safety, efficiency, and flexibility as the main influencing 

factors. By combining the insights from the in-depth in-

terviews and existing literature, this study identifies 

three performance metrics: "freshness," "speed," and 

"convenience." 

2.2 Government’s current distribution op-

tions 

Based on in-depth interviews conducted with the 

competent authority responsible for agricultural affairs 

in Taiwan, namely the Council of Agriculture (COA), 

six existing alternatives for distributing fresh food dona-

tions to disadvantaged groups (DGs) have been identi-

fied. These alternatives are outlined below: 

#1. 3PL provides home delivery. 

#2. Regional Governmental welfare institutes take 

care of distribution.  

#3. Regional retailers’ storage and DGs’ pickup 

#4. DGs bought from markets and got refund. 

#5. The regional wholesalers purchased and distrib-

uted to DGs. 

#6. Farmers distributed to DGs directly. 

Based on the recommendations provided by ex-

perts, a comprehensive comparison was conducted to 

evaluate the six distribution options. The strengths and 

weaknesses of each option are summarized in Table 1. 

Table 1. Comparisons of six options of distribution 

Options Strengths 

#1 Quick response time, keep fresh 
#2 Cheaper, known the locations of 

DGs 
#3 Convenient Accessibility 
#4 DGs got rights to buy what they need 
#5 Cheap and sufficient storage space 
#6 Low inventory costs 

Options Weaknesses 

#1 Higher transportation costs 

#2 Long response time 

#3 Sometimes lack willingness to pickup 

#4 Most DGs are short of cash 

#5 Long response time and quantity variety 

#6 Low Accessibility and quantity variety 

After a thorough review and analysis of the distri-

bution options, we assessed them based on the three-per-

formance metrics: "freshness," "speed," and "conven-

ience." As a result, we identified four viable distribution 

options (#1, 2, 3, and 4). Nevertheless, several barriers 

still hinder the distribution of fresh food donations, 

which will serve as catalysts for the creation of new in-

novative distribution modes, as discussed in the next 

section. 

2.3 TRIZ 

The Theory of Inventive Problem Solving (TRIZ) 

is a process that stimulates breakthrough thinking pat-

terns and problem-solving approaches. TRIZ stands as a 

methodology and philosophy for the innovation and en-

hancement of systems across various domains, including 

science, education, business, industry, and services. It 

offers a systematic approach to solving problems and 

generating optimal solutions to even the most challeng-

ing issues (Bukhman, 2021). While originally developed 

for technical fields, TRIZ has increasingly been applied 

in non-technical sectors, including the service sector 

(Chai et al., 2005; Chen et al., 2015; Cong & Tong, 2008; 

Regazzoni et al., 2013; Retseptor, 2003). Zhang et al. 

(2003) suggested that the 40 Inventive Principles of 

TRIZ, commonly used for resolving contradiction prob-

lems, should be adapted for service operations instead of 

physical product development. Among the various tool 

sets of TRIZ, the 40 inventive principles (IPs) are par-

ticularly popular and frequently utilized (Cong & Tong, 

2008). Jeeradist et al. (2016) applied TRIZ to improve 

passengers' perceptions of an airline's image by enhanc-

ing service quality and safety. Chen et al. (2015) mapped 

service-quality parameters with TRIZ parameters in the 

health sector, while Su and Lin (2008) proposed a crea-

tive and systematic model using TRIZ methodology for 

generating innovative solutions for quality improvement. 

TRIZ methodology is implemented in classroom teach-

ing to transform the educational environment—convert-

ing silence into dynamic interaction, transforming the 

audience into active participants, turning passivity into 

active learning, and encouraging individual efforts to 

evolve into collaborative endeavors (Shouhui et al., 

2022). In TRIZ methodology, most problems are 
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accompanied by inherent contradictions, which can arise 

from conflicting requirements for the same element in 

the system or conflicting elements within the same sys-

tem. Identifying these inherent contradictions is a cru-

cial step in TRIZ problem analysis. Once a contradiction 

is formulated, more advanced TRIZ knowledge-based 

tools can be employed to resolve it. The resolution of the 

contradiction often leads to a solution for the main prob-

lem and other associated minor problems. The detailed 

contradiction matrix and corresponding principles can 

be found in Appendix I and II. 

3 Develop innovative distribution options 

by TRIZ 

Building upon the insights gathered from the in-

depth interviews and existing methods of distributing 

fresh food donations to disadvantaged groups (DGs) in 

Taiwan, this study utilized TRIZ to generate innovative 

distribution options. By employing the TRIZ analysis 

process, we linked the identified strengths and weak-

nesses to the improving and worsening parameters in the 

TRIZ contradiction matrix. This enabled us to derive 

new innovative principles and corresponding distribu-

tion options. Based on the preliminary findings, four 

feasible distribution options (#1, 2, 3, and 4) were iden-

tified, and TRIZ was employed to analyze each of these 

options individually. 

3.1 #1 3PL provides home delivery. 

The identified strength of this distribution option 

lies in its quick response time, which helps maintain the 

freshness of the donations. This aligns with the TRIZ 

improving feature of "Adaptability or versatility (35)". 

Conversely, a weakness of this option is the higher trans-

portation costs resulting from the dispersed locations of 

disadvantaged groups (DGs) and the need for disaggre-

gated shipping. This corresponds to the TRIZ worsening 

feature of "loss of energy (22)". According to the TRIZ 

contradiction matrix, the inventive principles proposed 

to address the improving feature (35) and worsening fea-

ture (22) are "Mechanical Vibration (18)", "Dynamics 

(15)", and "Segmentation (1)". 

3.1.1 Inventive Principles 18 “Mechanical 

Vibration” 

Applying TRIZ inventive principle 18 to service in-

dustries, two relevant strategies are identified: 

"Benchmarking the best practices across different ser-

vice industries to improve service quality and foster in-

novation in developing service offerings" and "Adapting 

service capacity based on the fluctuation pattern of cus-

tomer demands." Building upon these principles, this 

study proposes a novel distribution option wherein the 

government collaborates with prominent convenience 

chain stores, specifically 7-Eleven. These stores possess 

inherent advantages in terms of accessibility and logis-

tics expertise due to their extensive distribution network. 

Furthermore, they are committed to fulfilling their role 

as responsible and upright citizens by actively assisting 

disadvantaged groups (DGs) in need. 

3.1.2 Inventive Principles 15 “Dynamics” 

Applying TRIZ inventive principle 15 to service in-

dustries, two relevant strategies are identified: "Empow-

ering frontline staff with discretionary authority in de-

livering services" and "Adapting service provisions to 

meet customer demands." Based on these principles, this 

study proposes that the government should establish an 

online exchange system to facilitate communication be-

tween farmers and DGs. Through this system, farmers 

can update information regarding their surplus fresh 

food, including type, quantity, and location. DGs, on the 

other hand, can place orders online and select their pre-

ferred delivery methods. By providing this platform, the 

government enables direct interaction between farmers 

and DGs, empowering them to make decisions and meet 

their specific needs. 

3.1.3 Inventive Principles 1 “Segmenta-

tion” 

Applying TRIZ inventive principle 1 to service in-

dustries, two relevant strategies are identified: "Dividing 

service packages into several components" and "Seg-

menting the customer base based on relevant infor-

mation such as needs, ages, and buying behaviors." 

Based on these principles, this study proposes that the 

government should segment the areas where DGs are lo-

cated based on population density. Subsequently, self-

managed teams can be formed to oversee the calculation 

of demand information and explore suitable distribution 

options. By dividing the service packages into compo-

nents and segmenting the customer base, the govern-

ment can effectively tailor its distribution efforts to meet 

the specific needs of different areas and DGs. 
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3.2 #2 Regional Governmental welfare in-

stitutes take care of distribution. 

The regional social welfare institutes possess 

strength in their deep understanding of DGs, leading to 

the corresponding TRIZ improving feature of "ease of 

operation (33)". However, a weakness is observed in the 

long response time due to the two-stage distribution pro-

cess: collection from farmers, storage in warehouses, 

and subsequent delivery to DGs. This weakness aligns 

with the TRIZ worsening feature of "speed (9)". Accord-

ing to the TRIZ contradiction matrix, the proposed solu-

tions for improving feature (33) and worsening feature 

(9) are the inventive principles of "Mechanical Vibration 

(18)", "The other way round (13)", and "Discarding and 

recovering (34)". 

3.2.1 Inventive Principles 18 “Mechani-

cal Vibration” 

Applying inventive principles 18 to develop an in-

novative distribution option, we propose that the gov-

ernment should implement an appropriate incentive 

mechanism to reward the social workers of welfare in-

stitutes who are involved in the distribution of fresh food 

donations to DGs. By recognizing and rewarding their 

efforts, it will motivate and encourage them to perform 

their distribution tasks more effectively and efficiently. 

3.2.2 Inventive principles 13 “The other 

way round” 

Applying inventive principles 13 to service indus-

tries, we can consider the following approaches: "Invert 

the action(s) used to solve the problem, e.g. e-services," 

"make fixed parts movable, e.g. delivering on-site ser-

vices," and "turn the object upside down, e.g. customers 

can serve themselves." Correspondingly, we propose 

that the government should reorganize the inbound and 

outbound logistics processes. The collection of fresh 

food donations can be assigned to the government to 

achieve economies of scale, while the small-batch last-

mile delivery can be outsourced to third-party logistics 

providers (3PLs). By dividing the tasks, both the gov-

ernment and 3PLs can benefit from the division of labor, 

resulting in more efficient and effective distribution of 

fresh food donations to DGs. 

3.2.3 Inventive Principles 34 “Discarding 

and recovering.” 

Applying inventive principle 34 to service indus-

tries, which suggests removing and reusing elements di-

rectly after they have fulfilled their functions, we pro-

pose that the government should consider signing long-

term outsourcing contracts with third-party logistics 

providers (3PLs) instead of engaging in arms-length 

market transactions. By establishing long-term partner-

ships with trusted 3PLs, the government can cultivate 

relational capital among themselves, the 3PLs, and the 

DGs. This approach aims to enhance collaboration and 

cooperation, ultimately increasing the overall social 

welfare in the distribution of fresh food donations. 

3.3 #3 The Regional Retail Storage and 

DGs pickup 

The distribution option's strength lies in its conven-

ient accessibility due to the widespread presence of re-

tail stores in Taiwan. This aligns with the TRIZ improv-

ing feature of "ease of operation (33)". However, a 

weakness of this option is the potential decrease in will-

ingness to pick up fresh food donations when the price 

of the food decreases. This corresponds to the TRIZ 

worsening feature of "stability of the object (13)". The 

contradiction matrix suggests employing inventive prin-

ciples such as "Color changes (32)", "Parameter changes 

(35)", and "Flexible shells and thin films (30)" to ad-

dress these contradictions. 

3.3.1 Inventive Principles 32 “Color 

changes” 

Principles 32, when applied to service industries, 

encompass offering different options for delivering the 

service to add value to the customer and utilizing color 

change to enhance transparency and trust. Building upon 

these principles, we propose that the government should 

establish a dedicated and transparent communication 

platform. This platform will serve to disclose relevant 

information to all stakeholders who willingly participate 

in the distribution of fresh food donations to the intended 

beneficiaries. The application of inventive principles 35 

will be further discussed in section 3.4.2. 

 

3.3.2 Inventive Principles 30 “Flexible 
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shells and thin films” 

Principles 30, when applied to service industries, fo-

cus on isolating functions, processes, and activities to re-

duce costs. Drawing from this principle, we propose the 

separation of two types of beneficiary groups (DGs). DGs 

residing near the farmers' fields should be responsible for 

self-pickup, while those located far away should rely on 

third-party logistics providers (3PLs) for delivery. By im-

plementing this approach, the overall distribution costs 

can be optimized and reduced. 

3.4 #4 DGs bought from markets and got 

refund. 

The strength of this distribution option is DGs have 

more choices to buy what kind of fresh food they need 

and increase their willingness to participate, and then the 

corresponding TRIZ improving features is “power (21)”. 

The weakness is the complicated and time-consuming pro-

cess to get a refund, also has liquidity problem of cash 

flow for DGs, and the corresponding TRIZ worsening 

features is “difficulty of detecting and measuring (37)”. 

The contradiction matrix shows the proposed solutions 

are inventive principles “periodic action (19)”, “Param-

eter changes (35)”, and “Partial or excessive actions 

(16)”. 

3.4.1 Inventive principles 19 “periodic ac-

tion” 

Principles 19 applied to service industries empha-

sizes the importance of collecting customers' feedback 

regularly, providing specific services periodically, and 

engaging in repeated promotion activities. In line with 

these principles, we propose that governmental authori-

ties should regularly collect information on DGs' de-

mand quantity and offer home delivery services to meet 

their specific needs. 

3.4.2 Inventive principles 35 “Parameter 

changes” 

Principles 35 applied to service industries high-

lights the importance of simplifying the service process 

and upgrading services for loyal customers. These prin-

ciples emphasize the need for change. In line with these 

principles, we propose a change in the delivery respon-

sibilities from the government to farmers. The 

government can prioritize those farmers who provide 

voluntary logistics services in purchasing contracts. This 

change aims to streamline the delivery process and pro-

vide enhanced services for loyal customers. 

3.4.3 Inventive principles 16 “Partial or ex-

cessive actions” 

Principles 16 applied to service industries empha-

size the importance of providing beforehand notices and 

explanations to customers regarding the temporary una-

vailability of services. This helps prevent a loss of cus-

tomer loyalty due to blind waiting. Additionally, satis-

fying customers with high service quality is crucial. In 

line with these principles, we propose that the govern-

ment invite 3PLs that prioritize their social responsibil-

ity and aim to enhance their corporate image through of-

fering distribution services. The government can pro-

vide preferential subsidies or tax reductions to partially 

cover the logistics costs incurred by these 3PLs. This ap-

proach encourages the involvement of socially respon-

sible 3PLs and ensures the provision of high-quality dis-

tribution services. 

4 Use TRIZ to develop new distribution op-

tions. 

We have employed the inventive thinking approach 

of the TRIZ methodology to develop a systematic 

framework that showcases new distribution options for 

fresh food donations. The main innovative options are 

summarized as follows: 

a. Utilizing demand information requested in ad-

vance by DGs to determine the timing and 

method of distribution.  

b. Prioritizing the purchase of donations from 

farmers willing to undertake distribution to 

neighboring DGs.  

c. Inviting socially responsible 3PLs that empha-

size their corporate image enhancement 

through distribution services, while offering 

preferential government subsidies or tax re-

ductions to partially cover their logistics costs.  

d. Collaborating with leading convenience chain 

stores such as 7-ELEVEN, which possess ac-

cessibility advantages and logistics expertise 

due to their extensive distribution network. 

These stores are fully committed to serving as 
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responsible and upright citizens, assisting 

DGs.  

e. Establishing an online exchange system to 

bridge the gap between farmers and DGs. 

Through this system, farmers can update in-

formation on fresh food over-supply (type, 

quantity, location, etc.), while DGs can place 

online orders and select their preferred deliv-

ery methods. 

f.  Segmenting DGs based on population density 

and forming self-managed teams responsible 

for managing demand information and distri-

bution options.  

g. Rewarding social workers from regional gov-

ernments who distribute surplus agricultural 

products to DGs and receive positive feedback. 

h. Undertaking inbound logistics while out-

sourcing the last mile delivery to 3PLs, allow-

ing for a division of labor that benefits both 

governments and 3PLs.  

i. Signing long-term outsourcing contracts with 

3PLs to cultivate relational capital among the 

government, 3PLs, and DGs, thereby increas-

ing overall social welfare.  

j. Establishing a specific and transparent com-

munication platform to disclose related infor-

mation to all stakeholders voluntarily partici-

pating in the distribution of fresh food dona-

tions to DGs.  

k. Implementing a separation strategy for two 

types of DGs: those residing near farmers' 

fields can pick up the donations themselves, 

while others living farther away rely on 3PLs 

for delivery, resulting in improved overall dis-

tribution costs. 

In addition, three major goals have been identified 

for the distribution of fresh food donations: "freshness," 

"speed," and "convenience." We conducted question-

naires to gather opinions from relevant professionals, in-

cluding logistics service providers and governmental of-

ficials responsible for fresh food donations. The results 

of the survey will assist in selecting the most appropriate 

distribution modes to achieve the specified goals. 

5 Grey relational analysis 

By integrating existing literature, governmental in-

formation, and interviews with industry experts, this 

study has identified three main distribution goals for 

distributing fresh food donations to DGs. Additionally, 

this study has developed eleven new distribution options 

using the TRIZ methodology. Subsequently, question-

naires were administered to gather data from govern-

ments, farmers, and DGs to align the new distribution 

options with the three established goals. The results of 

the collected questionnaires are presented below and are 

divided into four sections, which describe the survey re-

sults, define the research targets, outline the question-

naire design, present the analysis method, and discuss 

the empirical results. 

5.1 Define the search targets. 

The objective of this questionnaire is to identify the 

most suitable method for distributing fresh food dona-

tions to DGs. Therefore, the questionnaire was primarily 

distributed to three target groups: DGs, farmers, and 

3PLs. 

5.2 Questionnaire Design 

The questionnaire is structured into five parts. Part 

1 focuses on the weighted priority of distribution options, 

while parts 2 to 4 address the goals of freshness, speed, 

and convenience, respectively, followed by the 

weighted priority of distribution options for each goal. 

Part 5 collects demographic information from respond-

ents. 

5.3 Research Methods 

For data analysis, this study employed the grey re-

lational analysis (GRA) method. The GRA method cal-

culates the correlation degree of each evaluation object 

to estimate its grade. It combines qualitative and quanti-

tative analysis and overcomes the limitations of tradi-

tional correlation analysis methods, which are not suita-

ble for nonlinear models. The fundamental idea of GRA 

is to assess the similarity level of geometric patterns of 

sequence curves and determine the closeness to system 

characteristics based on relevant factors. Assume that 

X0 = (x0(1), x0(2), …, x0(n)) represents the sequence 

of data representing the system characteristics, and Xi = 

(xi (1), xi(2), …, xi(n)), i = 1, 2, …, m represents se-

quences of m relevant factors. The degree of grey inci-

dence (or grey rational grade) for Xi with respect to X0, 

0i =  (X0, Xi), is defined by Equations (1) and (2), 

where 0i(k) is the incident coefficient of kth sample 
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between sequences X0 and Xi and  a distinguishing co-

efficient which value is between 0 and 1, as a lot of con-

tribution, this study set distinguishing coefficient (ζ)  as 

0.5 to enlarge the difference among final incident coeffi-

cients, and then calculated to get the grey relational coef-

ficient.  

𝛾𝑜𝑖 = 𝛾(𝑋0, 𝑋𝑖) =
1

𝑛
∑ 𝛾𝑜𝑖(𝑘)𝑛

𝑘=1 , 𝑖 = 1,2, … ,𝑚  (1) 

The procedures of GRA are, (1) list the comparative 

series for further investigation (2) calculate the distance 

between comparative and reference series (3) calculate 

the grey relational coefficient (4) determine the grade of 

grey relations (5) depict the chart based on grey rela-

tional grade (GRG). 

In this study, we present the GRG in a graphical 

format. Each point on the lines represents a value calcu-

lated by grey relational analysis, where a higher value 

indicates a greater importance of the corresponding op-

tions. The points are grouped based on the tightness of 

each value. The critical success factors (CSFs) suggest 

that in any organization, certain factors (typically three 

to six factors) are critical to its success. This study will 

retain less than half of the options in the questionnaire, 

which is less than 11/2≒5. 

5.4 Empirical results 

In our study, we distributed the questionnaires to 

three groups: DGs, farmers, and 3PLs, and received 

valid samples from 198 DGs, 6 farmers, and 5 3PLs. Us-

ing grey relational analysis, and considering the four ex-

pected goals, namely "Ranks of favorite distribution op-

tions", "Freshness", "Speed", and "Convenience", we 

present the ranks of distribution options as follows. 

5.4.1 Ranks of favorite distribution options 

In this question, respondents were asked to score 

the listed eleven distribution options using a Likert 5-

point scale. From the perspective of DGs, we identified 

three Critical Success Factors (CSFs): “b. 

(GRG=0.593)”, “a. (GRG=0.576)”, and “c. 

(GRG=0.539)”, as shown in Figure 1. 

 

 

Figure 1. Ranks of favorite distribution options with 

GRG-the perspectives of DGs (note：Points located in red rec-

tangle mean CSFs) 

From the perspectives of farmers, we extracted four 

CSFs, that is “j. (GRG=1)”, “c. (GRG=0.792)”, “f. 

(GRG=0.782)”, “b.(GRG=0.735)”. As to the perspec-

tives of 3PLs, we extracted three CSFs, that is “k. 

(GRG=1)”, “b. (GRG=0.8222)”, and “f. (GRG=0.7556) 

shown in Figure 2 and Figure 3. 

Figure 2. Ranks of favorite distribution options with GRG-

the perspectives of farmers 

Figure 3 Ranks of favorite distribution options with 

GRG-the perspectives of 3PLs 

In summary, this study identified that "b. If the 

farmers are willing to undertake distribution of dona-

tions to neighboring DGs, the government will give pri-

ority to purchase from these farmers" is the only option 

that was considered a priority by all three groups (DGs, 

farmers, and 3PLs). Option "c." received support from 

both DGs and farmers, while option "f." was identified 

as preferred by farmers and 3PLs. These results indicate 

differences in preference among the three groups. 

5.4.2 Freshness 

Given the goal of keeping freshness, and from the 

perspectives of DGs who extracted five CSFs that is “b. 

(GRG=0.586)”, “a. (GRG=0.547)”, d. (GRG=0.51)”, “f. 

(GRG=0.508)”, “c. (GRG=0.502)”. 

Famers identified four CSFs that are “a. (GRG=1)”, 

“j. (GRG=0.815)”, “f. (GRG=0.759)”, and “h. 

(GRG=0.754).” 3PLs have identified four CSFs that is 

“b. (GRG=0.822)”, “k. (GRG=0.810)”, “ i. 

(GRG=0.698)”, “h. (GRG=0.676). Shown in Figures 4, 

5, and 6 respectively. 

 

0.50 
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Figure 4. Ranks of priority distribution options with GRG 

given the goal of keeping freshness -the perspectives of DGs 

 

Figure 5. Ranks of priority distribution options with GRG 

given the goal freshness -the perspectives of farmers. 

 

Figure 6. Ranks of priority distribution options with GRG 

given the goal of keeping freshness -the perspectives of 

3PLs 

According to the results, both DGs and farmers 

reach mutual agree in “a” and “f”. And b got support 

from both DGs and 3PLs. As to supporting by farmers 

and 3PLs is “j.” 

5.4.3 Speed 

Given the goal of speed, and from the perspectives 

of DGs who extracted three CSFs that is “b 

(GRG=0.585)”, “c (GRG=0.535)”, and “d 

(GRG=0.532)”. The farmers identified three CSFs that 

is “a (GRG=1)”, “j (GRG=0.815), and “i (GRG=0.75)”. 

The 3PLs identified four CSFs that is “ a (GRG=0.440)”, 

“b (GRG=0.350)”, “h(GRG=0.263)”, and “e 

(GRG=0.204). Shown in figure 7, 8 and 9 respectively. 

 

 

 

Figure 7. Ranks of priority distribution options with GRG 

given the goal of speed-the perspectives of DGs 

 

 

 

Figure 8. Ranks of priority distribution options with GRG 

given the goal of speed-the perspectives of farmers 

 

 

 

Figure 9. Ranks of priority distribution options with GRG 

given the goal of speed-the perspectives of 3PLs 

According to the results and given the goal of speed, 

both DGs and 3PLs agree “b” is the priority distribution 

option. Farmers and 3PLs reached a mutual agreement 

in “a.” 

5.4.4 Convenience 

Given the goal of convenience, and from the per-

spectives of DGs who extracted five CSFs that is “b 

(GRG=0.564)”, “c (GRG=0.526)”, “d (GRG=0.521)”, 

“a (GRG=0.516)”, and “i (GRG=0.503). 

Farmers identified four CSFs that is “a 

(GRG=0.778)”, “(GRG=0.815)”, “i (GRG=0.754)”, and 

“f (GRG=0.73).” The 3PLs identified four CSFs that is 

“a (GRG=0.613)”, “d (GRG=0.421)”, “g (GRG=0.297)”, 

and “k (GRG=0.256).” Shown in Figures 10, 11, and 12 

respectively. 

Figure 

10. 

Ranks 

of pri-

ority distribution options with GRG given the goal of conven-

ience-the perspectives of DGs 

 

Figure 11. Ranks of priority distribution options with GRG 

given the goal of convenience-the perspectives of farmers 

 

Figure 12. Ranks of priority distribution options with GRG 

given the goal of convenience-the perspectives of 3PLs 

Based on the obtained results and with a focus on 

the goal of convenience, this study observed that option 

"a" was identified as a priority by all three groups. Ad-

ditionally, both DGs and 3PLs considered option "d" as 

a priority. To facilitate comparisons, Table 2 presents a 

summary of the rankings of distribution options as per-

ceived by DGs, farmers, and 3PLs, considering different 

goals. 

Table 2. Summaries of ranks (DGs, farmers, and 3PLs) 

Ranks of favorite distribution options 

DGs Farmers 3PL 

b.(.5932) j. (1) k.( 1.) 

a.(.5756) c. (.792) b.( .8222) 

c.(.5386) f. (.782) f.( .7556) 
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 b. (.735)  

Freshness 

DGs Farmers 3PL 

b. (.586) a. (1) b.(.822) 

a. (.547) j. (.815) k.(.810) 

d. (.51) f. (.759) i.(.698) 

f. (.508) h. (.754) j.(.676) 

c. (0.502)   

Speed   

DGs Farmers 3PL 

b. (0.585) a.(1) a. (0.440) 

c. (0.535) j.(0.815) b. (0.350) 

d. (0.532) i.(0.75) h. (0.263) 

  e. (0.204) 

Convenience 

DGs Farmers 3PL 

b. (0.564) a. (0.778) a.(0.613) 

c. (0.526) j. (0.815) d.(0.421) 

d. (0.521) i. (0.754) g.(0.297) 

a. (0.516) f. (0.73) k.(0.256) 

i. (0.503)   

Note: a b, c…k stands for eleven distribution options 

According to the findings presented in Table 2, 

DGs regarded option "b" as the preferred distribution 

option. Farmers, on the other hand, identified option "j" 

as the best, while 3PLs considered option "k" as their 

priority choice. When considering the goal of maintain-

ing freshness, DGs prioritized option "b", whereas farm-

ers favored option "a", and 3PLs also considered option 

"b" as their top choice. In terms of speed, DGs consid-

ered option "b" as the priority option, while both farmers 

and 3PLs believed option "a" to be the preferred distri-

bution method. Similarly, for the goal of convenience, 

the priority options align with those for speed. 

Based on these results, several common elements 

were identified that were highlighted by all three groups 

(DGs, farmers, and 3PLs). Firstly, obtaining advance de-

mand information from DGs was deemed crucial as it 

allows for efficient planning of delivery routes and 

quantities, reducing unnecessary distribution arrange-

ments, and taking advantage of economies of scale. 

Transparency in demand information contributes to in-

creased distribution efficiency. Secondly, "home deliv-

ery" emerged as the most preferred distribution mode by 

all three groups. However, there were differences in 

perceptions regarding who should bear the transporta-

tion costs associated with home delivery. While all three 

groups recognized the benefits of "home delivery" in 

achieving freshness, speed, and convenience, the issue 

of cost responsibility remains controversial and unre-

solved. 

In conclusion, this study suggests that "home deliv-

ery" is the appropriate distribution mode. However, the 

issue of cost sharing for home delivery remains a con-

tentious and unresolved matter. 

6 Case study 

`To illustrate distribution efficiency, a case study 

was conducted. The study consists of three parts: inves-

tigating the numbers and demand information of DGs, 

presenting the contents and estimated costs of alterna-

tive distribution options, and evaluating the performance 

of these options. 

6.1 Numbers and demand information of 

DGs 

Government authorities investigated and identified 

391 DGs in need of fresh fruit donations, with a total of 

35,014 individuals. Among these DGs, 179 groups 

(17,472 people) purchased the fruits themselves and re-

ceived refunds from the government, while the remain-

ing 212 groups (17,542 people) relied on home delivery. 

The total distribution weight amounted to 18,400 kilo-

grams (kg). 

6.2 Contents and estimated costs of alter-

natives 

In this section, we demonstrate two distribution op-

tions proposed by the Taiwan Government: option 1, 

where DGs purchase the fruits themselves and opt for 

home delivery, and option 2, where Kerry Logistics of-

fers free distribution services. The total expenditures for 

option 1 and option 2 are estimated to be approximately 

USD 15,672 and USD 12,294, respectively. The details 

are as follows: 

 

6.2.1 Option1: DGs purchased by them-

selves and home delivery 
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1. DGs purchases 

a. To simplify implementation procedures and 

ensure price consistency, the Government an-

nounced a reference price range of USD 0.83 

to 1 per kilogram (kg) based on surveys con-

ducted at Taipei's fruits and vegetables mar-

kets. The subsidy standard was set at USD 1 

per kg. 

b. Government authorities notified DGs through 

official documents that they had 7 days to pur-

chase the specified quantities of guava from 

the nearest supermarkets or agricultural stores. 

The stores would then issue invoices or re-

ceipts. DGs were required to send back these 

invoices/receipts along with their bank ac-

count numbers to the government authorities 

to obtain reimbursement for their expenditures. 

Table 3 provides a detailed breakdown of the pur-

chases made by 179 groups (17,472 people) who bought 

the fruits themselves and submitted their invoices to the 

government authorities. Each person received 0.5 kg 

(9,140 kg in total) of guava, with a subsidy of USD 1 per 

kg plus transfer fees. The total expenditures for this op-

tion amounted to approximately USD 9,319. 

Table 3. Expenditures of DGs purchased by themselves 

Total Demand 9,140 Kilogram (457catons, CTNs) 

expenditures 

Guava price USD 9,140 

 (457CTNs*20kg*USD 1=9,140) 

Transferring fees 179 

 (179 units*USD 1=179) 

Total 9,319 

2. Home delivery 

a. Kerry Logistics provided free distribution ser-

vices. 

b. The government set the reference price for 

purchasing guavas from farmers at USD 0.57. 

As a result, 212 DGs required a total of 9,260 

kg of donated guavas. The logistics operation 

cost was estimated to be USD 0.067 per kg, 

and the labeling fee was USD 0.034 per unit. 

The total expenditures for this option were ap-

proximately USD 6,019, as presented in Table 

4. 

Table 4. Expenditures of Home delivery by Kerry Logistics 

Total Demand 9,260 Kilogram (463 CTNs) 

Expenditures 

Guava price USD 5,279 

 (463 CTNs*20kg*USD 

0.57=5,279) 

Operation Cost 620 

 (9,260kg* USD 0.066= USD 

620) 

Labeling 157.4 

(463CTNs* USD 0.34=USD 

157) 

Total 6,056 

Total expenditures of DGs purchased and home de-

livery is USD 15,194. 

6.2.2. Option 2: Kerry Logistics offered free 

distribution services. 

The government announced the reference price for 

purchasing guavas from farmers to be USD 0.57. There 

is a total of 391 DGs (consisting of 35,014 people) in 

need of donated guavas. The logistics operation cost is 

estimated to be USD 0.067 per kg, and the labeling fee 

is USD 0.034 per unit. The total expenditures for this 

option are approximately USD 12,034, as presented in 

Table 5.  

Table 5. Kerry Logistics offered free distribution services. 

Total Demand 18,400 Kilogram (920 CTNs) 

Expenditures 

Guava price USD 10,448 

 (920 CTNs*20kg*USD 

0.57=10,488) 

Operation Cost 1,233 

 (18,400kg* USD 0.067= USD 

1,233) 

Labeling 313 

(920 CTNs* USD 0.034=USD 313) 

Total 12,034 

Compared these two options, total expenditures are 

USD 15,194 and 12,034 for options 1 and 2 respectively, 

the winner is option 2, and the gap (cost saving) is USD 

3,160. 
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7 Discussion 

The findings of this study accentuate the critical 

role of advanced demand information in optimizing the 

distribution of food donations. The unanimous endorse-

ment from DGs, farmers, and 3PLs regarding the neces-

sity for transparency in demand data underscores its im-

portance in streamlining delivery routes and quantities, 

which potentially mitigates superfluous logistics efforts 

and leverages economies of scale. Home delivery, fa-

vored across all parties, emerges as a significant ad-

vancement in the distribution model, addressing key 

performance metrics of freshness, speed, and conven-

ience. Yet, the persisting debate over fiscal responsibil-

ities linked to transportation costs for home delivery in-

dicates a need for a consensus-driven model to address 

cost-sharing mechanisms. 

The preference for home delivery further signifies 

a paradigm shift in distribution towards more consumer-

centric approaches that value direct and rapid access to 

goods. However, the divergent views on cost assump-

tion highlight the complexities inherent in implementing 

such systems, where the benefits of efficiency and im-

mediacy must be balanced against the economic viabil-

ity and sustainability of the distribution network. This 

study contributes to this discourse by suggesting that the 

resolution of this contention is pivotal for the successful 

adoption of home delivery as the preferred mode of dis-

tribution. 

8 Conclusion 

This investigation set out to forge an innovative 

distribution model capable of enhancing social welfare 

while concurrently minimizing food waste, aligning 

with the United Nations' Sustainable Development Goal 

12. The rigorous process of literature review, expert in-

terviews, and integration of governmental measures cul-

minated in the identification of three salient perfor-

mance metrics and the development of eleven distribu-

tion alternatives via TRIZ methodology. The empirical 

assessment, including a real-data test, established a dis-

tribution framework that notably prioritizes government 

incentivization of 3PL voluntary services, supported by 

subsidies or tax incentives. 

The advocated model not only fosters economic ef-

ficiency by reducing distribution costs but also endorses 

a socially responsible corporate ethos among 3PLs, 

potentially elevating their public image. The govern-

ment's pivotal role extends beyond facilitation to regu-

lation and oversight of the logistical and financial flows 

of food donations, where strategic partnerships with fi-

nancial institutions can streamline subsidy and payment 

processes. The establishment of an online platform for 

the real-time disclosure of donation information is pro-

posed as an essential component of this model, ensuring 

that DGs can seamlessly access donation data, and 3PLs 

can execute logistics tasks with enhanced precision. 

Encouraging 3PL participation through sufficient 

incentives and societal advocacy for corporate social re-

sponsibility represents a holistic approach that integrates 

the strengths of public, private, and social sectors. This 

study underscores the significance of such collaborative 

efforts in reinforcing the sustainable management of 

food surplus and the realization of distribution models 

that are both efficient and equitable. The successful im-

plementation of these recommendations is anticipated to 

have a positive impact on the reduction of food waste, 

fostering a more sustainable and responsible food distri-

bution ecosystem. 
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Appendix I the contradiction matrix 

Deteriorated Attributes 
Improved Attributes 

Weight of mov-
ing object 

Weight of sta-
tionary object 

Length of mov-
ing object 

Length of sta-
tionary object 

Area of 
moving ob-

ject 
… 

Productiv-
ity 

Weight of moving   15,8,  29,1, … 35,3 

object 29,34 38,34  24,37 
Weight of stationary    10,1  … 1,28 

object 29,35  15,35 

Length of moving 8,15,     … 14,4 

object 29,34  28,29 

Length of stationary  35,2    … 30,1 

object 40,29  7,26 

Area of moving object 
2,17,  14,15   … 10,2 

29,4 16,4  34,2 

….. … … … … … … … 

Productivity 
35,2, 28,2, 18,4, 30,7, 10,2, …  

24,37 15,3 28,38 14,26 34,3  

Appendix II the 40 inventive principles 

No Principle No Principle No Principle 

1 Segmentation 15 Dynamics 28 Mechanics substitution 

2 Taking out 16 Partial or excessive action 29 Pneumatics and hydraulics 

3 Local quality 17 Another dimension 30 Flexible shells and thin films 

4 Asymmetry 18 Mechanical vibration 31 Porous materials 

5 Merge 19 Periodic action 32 Color changes 

6 Universality 20 
Continuity of useful ac-

tion 
33 Homogeneity 

7 Nesting 21 Skipping 34 Discarding and recovering 

8 Anti-weight 22 Blessing in disguise 35 Parameter change 

9 Preliminary anti-action 23 Feedback 36 Phase transition 

10 Preliminary action 24 Intermediary 37 Thermal expansion 

11 Beforehand cushioning 25 Self-service 38 Boosted interactions 

12 Equipotentiality 26 Copying 39 Insert atmosphere 

13 Inverse 27 Cheap short-living objects 40 Composite structure 

14 Spheroidality  
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Abstract 

Contrast enhancement is a crucial preprocessing method for enhancing the efficiency of subsequent image processing 

and computer vision tasks. In the past, a lot of effort has been put into improving the visual scenes of pictures taken 

in low light. Images taken in poor illumination environments frequently reveal issues like color distortion, noise, low 

brightness, etc., that negatively impact the visual influence on human eyes. Therefore, an approach for improving 

poorly illuminated images based on wavelet transform is suggested to get around this problem. The input image is 

first transformed to Kekre's LUV color space, after which discrete wavelet transform (DWT) is applied to part each 

channel into low and high-frequency components. As the illumination is concentrated on the low-frequency image 

component, the Exposure-based Sub Image Histogram Equalization (ESIHE) technique is applied to enhance the im-

age's lighting. Besides, limited adaptive histogram equalization (CLAHE) is imposed to control the over-enhancement 

of specific region's contrast. Modified L, U, and V components are recovered via the inverse discrete wavelet trans-

form (IDWT), and the image is again converted into RGB space. This output is fused with a histogram equalized 

image using weighted fusion followed by a high boost filter to get the final enhanced output. Experimental outcomes 

are achieved to validate the efficacy and robustness of the suggested strategy using quality evaluators such as Entropy, 

NIQE, and BRISQUE rankings explored on ExDark, DPED, and LoLi datasets 

Keywords: Contrast enhancement, Histogram equalization, LUV Color space, Discrete wavelet transform, Inverse 

wavelet transform, Image naturalness. 

1. Introduction 

Digital images are crucial in practical uses like 

satellite television, MRIs, computer tomography, and 

scientific and technological fields like astronomy and 

geographic information systems. Scientists have strug-

gled to reconstruct the original image contents from 

disturbing and noisy images in these various disci-

plines. The goal of image enhancement is to make it 

easier for viewers to understand the information con-

tained in images. 

When an image's contrast is too low, it creates 

difficulty in viewing its finer features because of une-

ven or insufficient lighting. To achieve enhanced re-

sults, local and global variation consistent with the 

original intensity as a part of "naturalness preserva-

tion" is strived. Researchers have suggested various 

enhancing techniques to improve the visual appeal of 

these images or achieve high-visibility effects. Figure 

1 shows a sample specimen of low-light images from 

different datasets. 

Histogram equalization (HE), a statistics-based 

approach, is one of many pixel modulation schemes 

that directly alter the image's pixel intensity for im-

provement. Artifacts and a lack of naturalness could 

result from this kind of approach. 

However, the settings require manual construc-

tion with past understanding, and the spatial infor-

mation is not considered while acting on each pixel. 

The non-linear gamma correction approach greatly 

performs in challenging light circumstances due to the 

extensive usage of mapping curves. More inner data of 

the picture may be acquired with the aid of changing 

pixel data to different domain names using strategies 

like discrete Fourier 
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Sample specimen from ExDark Dataset 

    
Sample specimen from LoLi Dataset 

    
Sample specimen from DPED Dataset 

transform (DFT), discrete cosine transform (DCT), 

and discrete wavelet transform (DWT). These solutions, 

which may damage potentially helpful visual cues, com-

bine spatial reconstruction techniques like homomor-

phic filtering with frequency-domain filters to produce 

such effects. 

An enhancement method produces an image of 

higher quality for a specific use, and it can do this by 

reducing noise or boosting visual contrast. Noise typi-

cally taints the data sets that image sensors collect. The 

relevant data quality may be lowered by unreliable 

equipment, issues with the data collection procedure, 

and interfering natural events. Distortions can occur in a 

variety of ways. One of the most frequent instances is 

distortion brought on by additive white Gaussian noise, 

subpar image collection, or sending the image data 

through noisy communication channels. Impulse and 

speckle noises are two additional categories of noise. 

Additionally, compression and transmission faults 

also have the potential to cause noise. Thus, denoising is 

frequently an essential initial step before evaluating the 

picture data. An effective denoising technique must be 

used to compensate for such data distortion. Because 

noise reduction generates artifacts and blurs images, im-

age denoising is still difficult for researchers. An old but 

current industrial issue is the denoising of electronically 

distorted images. 

The two main ways to denoise images are spatial 

and transform domain filtering methods. The idea be-

hind spatial filters is that noise is present in the higher 

frequency spectrum; hence they apply a low pass filter 

to groups of pixels. Spatial low-pass filters blur edges in 

signals and images while smoothing away noise, in con-

trast to high-pass filters, which can sharpen edges and 

boost spatial resolution while magnifying the noisy 

background. 

The spatial domain approach directly works on pix-

els, but the transform domain method first performs an 

image's Fourier transform before returning it to the spa-

tial domain. Pixel values can be changed using the spa-

tial domain method. A new type of signal analysis, 

wavelet analysis, is much more effective than Fourier 

analysis when the signal has temporal behavior or dis-

continuities. Wavelet transforms have been extensively 

studied for additive noise reduction of signals and im-

ages. A scale-based decomposition is provided using the 

wavelet transform. 

Wavelet transforms of images often consist of a 

limited number of large coefficients and many small co-

efficients. As a result, there are two probability states for 

each wavelet coefficient: significant and insignificant. 

Convolution and lifting scheme methods are used to im-

plement the discrete wavelet transform (DWT) for dis-

crete-time signals. The fundamental process involves 

downsampling the outputs by a factor of two after ap-

plying low and high pass filters. 
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When the outcome of the low pass channel is sub-

jected to the same decomposition, a two-level wavelet 

transform results; this method is repeated in a dyadic 

way to produce a multilevel decomposition. The lifting 

scheme is a more effective wavelet transform technique 

than the convolution approach of the wavelet 

transform. The lifting technique can be applied be-

forehand to enhance or denoise the image and can also 

be applied in reverse to bring back the original image. 

This paper is composed of six sections. The existing re-

search on enhancing low-light contrast in dark images is 

found in Section 2. In Section 3, the recommended Con-

trast Enhancement method is shown. Section 4 evalu-

ated the suggested method using the ExDark, DPED, 

and LoLi datasets, which distorts the findings. Section 5 

summarizes the whole work, while section 6 focuses on 

its constraints and potential scope. 

2. Literature survey 

This section reviews the state-of-the-art techniques 

for enhancing the quality of degraded images. A few ef-

forts to improve image detail have been published. Mul-

tiple input images were acquired under varying lighting 

conditions, and researchers devised various algorithms 

using different color spaces in spatial and transform do-

mains. 

The technique known as "Histogram Equalization" 

(HE) is often used to enhance image contrast within a 

spatial domain set (Gonzalez & Woods, 2002). This ap-

proach has a condensed build time and is flexible to use. 

The histogram equalization process locates the pixel in-

tensities that recur the most frequently and distributes 

them evenly throughout the image. HE is a particularly 

helpful technique for spreading intensities uniformly 

across the entire image because images in the dark have 

bright and dark regions. This method's drawback is that 

the output that has been equalized could contain overly 

bright areas. Two modified versions of the HE approach 

have been created in response to this restriction: "Adap-

tive HE" (AHE) (Pizer & Amburn, 1987), and "Contrast 

Limited Adaptive HE" (CLAHE) (Mhan & Simon, 

2020). The mentioned techniques aim to improve results 

by working on multiple regions with diverse histograms 

applied to less illuminated photos. 

There are numerous methods for figuring out the 

clipping threshold values in these procedures. "Expo-

sure-based Sub-Image HE" (ESIHE) divides images into 

sub-images with different intensities and is used to in-

crease output effectiveness (Singh & Kapoor, 2014). Re-

cently, another approach to enhancing and balancing the 

brightness of dark images is using Kekre's LUV color 

space that enhances the brightness of the input image 

and blends it with the output of HE (Pardhi & Thepade, 

2020). The non-uniformly lighted image was split into 

five sub-images, and a modified method was introduced 

by giving each histogram's cumulative density function 

a nonlinear weight correction. The result is a modified 

intensity mapping for overexposed and underexposed 

(Hidayah & Ashidi, 2021). Another idea is to use quick 

local Laplacian filtering that enhances only the local de-

tails of the bright and dark regions (FLLF). First, the av-

erage brightness for each place is calculated to estimate 

the region of enhancement (RoE) of every image in the 

bright and dark parts. The authors employed a multireso-

lution technique to create the fused image for pixels in 

the RoE, extracting the darkest or brightest details using 

the modified faster local Laplacian filtering as the detail 

extraction mechanism (Wang & He, 2021).  

Many authors offer an alternative approach to his-

tograms grounded on the Retinex hypothesis. The algo-

rithms assume the reflection to be a modified outcome 

by eliminating and estimating the illumination. Using a 

Gaussian filter, Single Scale Retinex (SSR) (Jobson & 

Rehman, 1997), Multiscale Retinex (MSR) (Jobson & 

Rehman, 1997) split reflection and illumination. The 

lack of lighting improves brightness and detail, but a 

center/perimeter approach may overemphasize the re-

ported results. MSRCR negates the shortcomings men-

tioned above. Adaptive Retinex-based technology mini-

mizes halo artifacts by applying adaptive filters to the 

luminance channels (Meylan & Susstrunk, 2006). As 

recommended, Multiscale Retinex can also be used in 

OLED displays that give the right gain for good visibil-

ity and save power without flickering artifacts (Yeon, 

2006). Another technology focuses on image quality 

with complex atmospheres. Here, to advance the image 

quality of photographs, MSR is applied in consideration 

of image quality learning (Liu & Lu, 2017). A Retinex-

based high-speed algorithm (RBFA) has been intro-

duced to restore low-brightness, suppressed content. 

Here, the original dark 

image is changed to a space with a different hue-

saturation intensity. This intensity component is 

stretched using a linear function of dynamic range (Liu, 

2021). Recently, a new method that combines color 
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restoration and denoising has been proposed. Here, 

paired pictures are subjected to modified Retinex-de-

composition to produce reflectance and illumination 

maps. This prevents the use of flexible joint function 

over smoothing (Yu & Li, 2022). 

To improve the brightness of dark photographs, the 

author used an automatic gamma correction method 

with luminance pixel probability scattering. To reduce 

processing complexity, these algorithms use temporary 

information about the differences between each frame to 

correct dark images (Huang & Cheng, 2013). By sepa-

rating the luminance components of the YCbCr color 

space, a new method of dynamic range adjustment 

(AMIDRA) and less illuminated image enhancement 

has been established (Yang & Li, 2018). A new tech-

nique called Adaptive Image Enhancement (AIEM) 

(Wang & Chen, 2019) corrects low-light images by con-

verting RGB images into HSV space and uses Weber-

Fechner's law to build intensity components. Based on 

the distribution profile of the lighting component, the 

adaptive adjustment for enhancement produces two im-

ages. Finally, merging the two images will improve the 

resulting image. Recently, adaptive gamma correction 

has been used with Retinex theory. Training sets estab-

lish an association between image exposure and features 

under maximum entropy generation (Yu, 2021). A new 

improvement algorithm was recently presented that can 

improve photos close to the boundary of separation and 

images well within the barrier. Utilizing nonlinear 

weight modifications, the algorithm's fundamental con-

cept is integrating several AGC-enhancing functions. 

Using these weight adjustments, both contrast and 

brightness have been changed (Sengupta & Biswas, 

2021). 

As proposed by (Demirel & Anbarjafari, 2008) and 

(Demirel & Anbarjafari, 2010), some frequency domain 

approaches for enhancing low-contrast images are non-

uniform contrast and medium range based on the scaling 

of individual values. Ideal for bright images. Compared 

to previous approaches, the methods are (Atta & Ghan-

bari, 2013) and (Atta & Abdel-Kader, 2015), which im-

prove the performance of photos in the medium bright-

ness range). Another approach to improving dark im-

ages by the combination of CLAHE-DWT. To accentu-

ate the low-frequency coefficients and reduce the noise 

amplification without affecting the high-frequency coef-

ficients, the original image is first divided into low and 

high-frequency components by DWT. This is so since 

the high-frequency components comprise the majority 

of noise in the original image. Finally, get the inverse 

DWT of new coefficients and reconstruct the image. To 

avoid over-amplification, the average of the original re-

constructed image is used from the originally proposed 

weighting factor (Lidong & Wei, 2015). In current years, 

new tactics have been introduced that change the wave-

let transform. In this approach, a fuzzy dot matrix and a 

planar feature matrix are constructed, new values for the 

gradient mean and image quality index are calculated, 

and the original image is (Qing & Feng, 2021). 

Several techniques based on the fusion process 

have been presented to improve low-contrast photog-

raphy. A procedure was introduced to create many pho-

tos at different exposures by mapping the intensity func-

tion to the input image (Lim & Park, 2006). Combining 

domain-specific information with a hybrid image en-

hancement approach produces more detailed, low-noise 

images. Improve medical images using frequency and 

spatial domain techniques (Muslim & Khan, 2019). Es-

tablishing stability between contrast and brightness us-

ing image fusion optimized for cuckoo search is a more 

advanced technique in this area. Authors first apply a 

Cuckoo search-based optimization approach to develop 

an improved photo duo to generate two sets of ideal pa-

rameters. The first set has high contrast and sharpness, 

and the second is bright and detailed without affecting 

sharpness. The fusion method combines the two im-

proved images to produce a balanced contrast and 

brightness output (Lalit & Viney, 2021). In the most re-

cent method of improvement, the histogram is divided 

into three sub-parts, indicating the dark, grey, and bril-

liant sections of the histogram according to the homoge-

neity value. Then, local changes in each sub-section are 

done using 2D geometric scaling and adaptive gamma. 

The 2D translation technique is used to join these altered 

sub-sections once more. On the other hand, the entire 

histogram is given a global gamma transformation. The 

finishing transformation matrix is then created by inte-

grating the local-global transformations that have al-

ready been computed (Sarkar & Halder, 2021). 

The need to introduce the proposed method is be-

cause of the following limitations of the methods dis-

cussed so far are listed below 

 

1. Occurrence of noise and color distortion in an im-

age (Wang & He, 2021) 

2. Under enhancement of image in the dark region 

(Yang & Li, 2018) 
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3. Loss of details at the edges of an image (Atta & 

Abdel-Kader, 2015) 

4. brightness in some regions where street lights or 

bright sources are present (Lalit & Viney, 2021) 

To overcome the above drawbacks from the exist-

ing method, the proposed method is founded on the fol-

lowing key contributions 

- Use of Kekre's LUV color space as it improves 

the quality of recreated colored output image and mini-

mizes color distortion  

  

Figure 2. Flow chart of Proposed Method 
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- Combination of linear weights for recovered RGB 

image and histogram equalized image to balance the 

brightness in the resultant image  

- To control the over-brightness, exposure and con-

trast limited techniques are applied on low-frequency 

components after decomposition by DWT 

3. Methodology and Scope 

In this part, a technique for enhancing non-uniform il-

lumination photos to boost their quality

 
Figure 3. DWT and IDWT Flow diagrams 

 

 

is provided. Figure 2 depicts the proposed technique's 

framework and is explained in five sections. The first 

section details the conversion of RGB to Kekre's LUV 

color space & vice versa. The discrete wavelet transform 

and the inverted discrete wavelet transform are applied 

to the image, as explained in Section 2. Low light image 

enhancement algorithms used here, i.e., CLAHE & 

ESIHE, are enlightened in sections 3 and 4, respectively. 

The final part explains the weighted fusion to get en-

hanced output. 

3.1 RGB to Kekre LUV Conversion 

Initially, the low light RGB image is transformed 

into Kekre's LUV space. The vice versa transformation 

is as shown in equations 1 and 2. The poorly conditioned 

image is initially changed into luminance-chromaticity 

space. The following RGB to LUV conversion matrix 

shows a color image's L, U, and V components com-

puted on corresponding R, G, and B components.  

[
𝑳
𝑼
𝑽
] = [

𝟏 𝟏 𝟏
−𝟐 𝟏 𝟏
𝟎 −𝟏 𝟏

] ⌈
𝑅
𝐺
𝐵
⌉      (1) 

The reverse can be achieved by the LUV to RGB 

conversion matrix as equation 2 

[
𝑹
𝑮
𝑩
] = [

𝟏 −𝟐 𝟎
𝟏 𝟏 −𝟏
𝟏 𝟏 𝟏

] ⌈
𝐿
𝑈
𝑉
⌉      (2) 

3.2 DWT & IDWT 

L, U, and V components obtained as an output from 

equation 1 undergo wavelet transformation as shown in 

figure 3, to decompose into low and high-frequency co-

efficients. When two-dimensional denoising signals, 

such as images and wavelets, are frequently used, select-

ing a wavelet type and level N of decomposition is the 

initial step. Here, decomposition is accomplished using 

the Haar wavelet. The two-dimensional image is trans-

formed into wavelets using these wavelets. Determining 

threshold values for each level from 1 to N comes after 

the image file has been broken down. Reconstructing the 

image from the updated levels is the last stage, where an 

inverse wavelet transform is used, as shown in Figure 3.  

3.3 ESIHE 

The exposure-based sub-image histogram equali-

zation method is used to improve the decomposed low-

frequency component, as is explained in this section. 

The whole dynamic range is not used in photos with 

poor contrast. Images with low-intensity exposure have 

histogram bins concentrated toward the darker grey lev-

els, whereas those with high-intensity exposure have 

histogram bins concentrated toward the brighter part. 

The categories of underexposed and overexposed photos 

can be broadly categorized based on this intensity expo-

sure. 

The ESIHE algorithm is displayed here. Three 
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steps comprise the algorithm: choosing the exposure 

threshold, clipping the histogram, and subdivision and 

equalization. The following subsection detailed each 

step 

Step 1: Calculate the image's histogram ℎ(𝑘). 

Step 2: Calculate exposure and threshold parameter 

𝑋𝑎 

          𝑒𝑥𝑝 =
1

𝐿
 
∑ ℎ(𝑘)𝑘𝐿

𝑘−1

∑ ℎ(𝑘)𝐿
𝑘−1

             (3) 

Here L represents the total amount of grey levels, 

and the histogram is denoted by ℎ(𝑘) 

The exposure-related parameter 𝑋𝑎  provides the 

grey level value of the barrier that acts as a separator to 

divide the image into underexposed and overexposed 

sub-images. 

      𝑋𝑎 = 𝐿(1 − 𝑒𝑥𝑝)            (4)                     

Depending on whether the exposure value is less 

than or more than 0.5 for a picture with a dynamic range 

of 0 to L, this parameter can reach values higher or less 

than L/2 (grey level). 

Step 3: Computation of the clipping threshold 𝑇𝑐 

and clip ℎ𝑐(𝑘), the histogram  

           𝑇𝑐 =
1

𝐿
∑ ℎ(𝑘)𝐿

𝑘=1                  (5) 

For ℎ(𝑘) ≥ 𝑇𝑐            ℎ𝑐(𝑘) = 𝑇𝑐 

where ℎ(𝑘) and  ℎ𝑐(𝑘)  indicate the original and 

clipped histogram, respectively. 

Step 4: Utilizing the threshold setting 𝑋𝑎, split the 

clipped histogram into two sub-parts to obtain the un-

derexposed and overexposed regions. 

Step 5: Individual sub-histograms should be sub-

jected to histogram equalization. 

Step 6: Combination of these sub-parts in a single 

image for analysis. 

Compared to other approaches, the ESIHE method 

produces images with excellent contrast enhancement 

and control over over-enhancing, making it a viable al-

ternative for under-exposed images. 

3.4 CLAHE 

The output of the previous step is again equalized 

using CLAHE, which improves the local details. The 

implementation of CLAHE is given in the following 

steps 

Step 1: Separates the original intensity image into 

contextual parts that don't overlap. MxN is the same as 

the total number of image tiles. 

Step 2: Histogram of every region calculated using 

the current grey levels. 

Step 3: computation of the limited contrast histo-

gram (CL) value 

          𝑁𝐴𝑣𝑔 =
(𝑁𝑟𝑋∗ 𝑁𝑟𝑌)

𝑁𝑔𝑟𝑎𝑦
                  (6) 

Here 𝑁𝐴𝑣𝑔 stands for the average pixels, and 𝑁𝑔𝑟𝑎𝑦 

stands for the number of grey levels. The values repre-

sent the region's X and Y dimensions 𝑁𝑟𝑋 and 𝑁𝑟𝑌 re-

spectively. CL can then be calculated as              

      𝑁𝐶𝐿 = 𝑁𝑐𝑙𝑖𝑝 ∗  𝑁𝑎𝑣𝑔               (7) 

where 𝑁𝐶𝐿 stands for actual CL and 𝑁𝑐𝑙𝑖𝑝 stands for 

normalized CL occupying the range from 0 to 1. Pixels 

having higher intensity than 𝑁𝐶𝐿 is clipped, and the no-

tation shows the clipped pixels 𝑁𝑐𝑙𝑖𝑝 . Now, each grey 

level's average remaining pixel is calculated using the 

formula 

        𝑁𝑎𝑣𝑔𝑔𝑟𝑎𝑦 = 𝑁𝑐𝑙𝑖𝑝  / 𝑁𝑔𝑟𝑎𝑦           (8) 

Histogram clipping can be carried out according to 

certain conditions, such as (1) clipping to value CL for 

higher values than CL. (2) The pixel value equals CL 

again if pixel intensity + 𝑁𝑎𝑣𝑔𝑔𝑟𝑎𝑦   is larger compared 

to CL; again, the pixel value equals CL. (3) for the 

cropped histogram original intensity + CL value. 

Step 4: Redistribution of the leftover pixels throughout 

the intensity range 
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Step 5: New pixel assignments for grey levels should be 

calculated. 

Step 6:  The CLAHE (Y) output then undergoes 

color restoration steps as applied to gray images sug-

gested in (Abdullah & Kabir, 2007). 

After clipping the histogram portion above a 

threshold, the CLAHE algorithm reallocates the clipped 

pixels against every grey level. This procedure can 

somewhat reduce the noise enhancement problem. For 

some uses, the noise is still intolerable. Additionally, 

due to over-enhancing, it can lose some of the details in 

some areas of the supplied image. 

Modified low- and high-frequency components are 

subjected to the inverse wavelet transform. 

3.5 Wavelet Fusion 

Output from the above step is fused linearly with 

traditional histogram equalization having weights as 0.7 

and 0.3, respectively, as shown in equation 9, followed 

by a high boost algorithm to preserve edges in output 

enhanced image.  

𝑂𝑢𝑡𝑝𝑢𝑡𝑓𝑢𝑠𝑒𝑑 = 0.7 ∗  𝑂𝑢𝑡𝑝𝑢𝑡1 + 0.3 ∗  𝑂𝑢𝑡𝑝𝑢𝑡2     (9) 

In the equation above, a small weight is in m mul-

tiplication with the HE output to reduce the impact dis-

tortion in color. 

4. Result and Discussion 

The experimental outcomes of CLAHE, ESIHE, 

the existing method, and the proposed technique are 

elaborated in the current section. The experimentation is 

done on three separate datasets containing different low-

light photos. The ExDark, LoLi, and DPED datasets 

were used in this study. No-reference image quality 

 

 Evaluator (NIQE), and Blind/Reference Image Spatial 

Quality Evaluator (BRISQUE). Here the higher entropy 

score implies a better image quality. NIQE and 

BRISQUE are other no-reference image quality evalua-

tors. A lesser NIQE or BRISQUE score implies a better 

enhancement. 

 

 

 

 

 

Figure 4. (a) Original low light image from ExDark 

Dataset. Result of (b) CLAHE (Mohan & Simon, 2020) (c) 

ESIHE (Singh & Kapoor, 2014) (d) CLAHE-DWT (Lidong 

& Wei, 2015) (e) Proposed Method  

 
Figure 5. (a) Original low light image from LoLi Dataset. Re-
sult of (b) CLAHE (Mohan & Simon, 2020) (c) ESIHE (Singh 
& Kapoor, 2014) (d) CLAHE-DWT (Lidong & Wei, 2015) (e) 
Proposed Method 

 



DOI: 10.6977/IJoSI.202406_8(2).0002 

S. D. Thepade, P. M. Pardhi. /Int. J. Systematic Innovation, 8(2), 17-30 (2024)  

25 

 

 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 

Figure 6. (a) Original low light image from DPED Dataset. 
Result of (b) CLAHE (Mohan & Simon, 2020) (c) ESIHE 

(Singh & Kapoor, 2014) (d) CLAHE-DWT (Lidong & Wei, 
2015) (e) Proposed Method 

The comparison results of low-light photos for var-

ious techniques are shown in Figures 4, 5, and 6. It im-

plies that the proposed method reduces over-enhancing 

and color distortion compared to earlier methods while 

significantly improving low-light image enhancement. 

Tables 1 through 9 quantitatively display findings from 

various methodologies. 

Tables 1, 2, and 3 highlight the average Entropy, 

NIQE, and BRISQUE scores of different dark images 

experimented with over the ExDark dataset. It is per-

ceived that the estimated method of enhancing poorly 

illuminated images using wavelet transform gives the 

highest score for Entropy, implying better enhancement 

results compared to other methods. Concerning the 

NIQE score, the suggested method ranked second high-

est after the existing method. The BRISQUE score is the 

lowest for the proposed method, indicating the best en-

hancement results.  

The experimental outcomes from tables 4, 5, and 6 

depict the evaluation of the LoLi dataset. Notably, the 

proposed algorithm achieves the highest scores among 

all methods evaluated by both Entropy and BRISQUE 

quality evaluators. These findings substantiate the effi-

cacy of the proposed algorithm in enhancing results, out-

performing existing methods significantly. 

Table 1. Average Entropy Score of ExDark Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Bicycle 5.9 5.3 5.6 6.5 

Boat 6.9 6.5 6.6 7.2 

Bottle 5.6 4.9 5.3 6.5 

Bus 5.7 5.0 5.5 6.6 

Car 5.1 4.5 4.8 6.2 

Cat 5.8 5.0 5.4 6.6 

Chair 5.2 4.6 5.0 6.2 

Cup 6.2 5.5 5.9 6.9 

Dog 5.6 4.9 5.3 6.5 

Motorbike 6.2 5.8 6.0 6.9 

People 4.7 4.3 4.6 5.5 

Table 5.6 5.0 5.3 6.7 

Average 5.7 5.1 5.4 6.5 
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Table 2. Average NIQE Score of ExDark Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Bicycle 5.4 5.5 5.0 5.0 

Boat 4.5 4.9 4.4 4.5 

Bottle 4.8 5.5 4.8 4.9 

Bus 4.8 5.1 4.7 4.8 

Car 5.1 5.7 5.2 5.4 

Cat 4.4 4.6 4.3 4.2 

Chair 5.7 6.5 5.5 5.8 

Cup 4.0 4.4 4.0 4.0 

Dog 4.8 5.2 4.8 4.8 

Motorbike 4.7 5.3 4.6 4.8 

People 5.3 5.5 5.1 5.1 

Table 5.1 6.1 5.2 5.9 

Average 4.9 5.3 4.8 4.9 

Table 3. Average BRISQUE Score of ExDark Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Bicycle 36.0 36.1 37.4 34.5 

Boat 27.2 32.2 30.9 28.4 

Bottle 39.0 42.5 41.0 30.6 

Bus 37.2 40.9 40.0 30.9 

Car 38.4 42.9 40.0 37.8 

Cat 39.5 42.4 41.4 33.4 

Chair 40.9 41.6 40.5 36.2 

Cup 39.2 43.1 42.2 31.7 

Dog 41.8 44.3 41.5 36.4 

Motorbike 37.1 33.7 36.0 29.9 

People 41.9 44.2 42.2 37.6 

Table 40.3 44.7 40.8 35.8 

Average 38.2 40.7 39.5 33.6 

Table 4. Average Entropy Score of LoLi Dataset 

Image 
CLAHE (Mohan & Si-

mon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Huawei 6.2 5.2 5.7 7.3 

LG 6.5 5.2 5.8 7.6 

Oneplus 5.2 4.1 4.6 7.3 

Oppo 7.3 6.4 6.7 7.6 

Pixel 7.6 6.9 7.1 7.7 

Vivo 6.2 5.1 5.6 7.3 

Xiaomi 5.8 4.4 5.1 7.2 

iPhone 6.4 5.6 5.9 7.3 

Average 6.4 5.4 5.8 7.4 
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Table 5. Average NIQE Score of LoLi Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Huawei 4.0 4.4 4.5 5.3 

LG 3.6 4.3 3.8 4.5 

Oneplus 8.4 9.7 8.4 9.2 

Oppo 3.5 3.8 3.4 4.9 

Pixel 3.1 3.0 2.9 3.7 

Vivo 4.9 5.4 5.0 6.6 

Xiaomi 4.5 5.7 5.1 6.3 

iPhone 3.9 4.1 4.0 4.9 

Average 4.5 5.1 4.6 5.7 

Table 6. Average BRISQUE Score of LoLi Dataset 

Image 
CLAHE (Mohan & Si-

mon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Huawei 37.4 39.9 41.7 31.7 

LG 36.8 41.0 41.8 38.1 

Oneplus 51.0 57.5 48.3 46.5 

Oppo 28.4 32.6 32.8 20.8 

Pixel 24.8 27.6 28.1 17.3 

Vivo 40.1 43.0 42.4 41.1 

Xiaomi 42.6 47.4 42.7 38.5 

iPhone 33.1 33.9 36.4 29.7 

Average 36.8 40.4 39.3 33.0 

 Table 7. Average Entropy Score of DPED Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & 

Kapoor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Blackberry 7.7 7.6 7.4 7.6 

Canon 7.5 7.3 7.1 7.5 

iPhone 7.6 7.1 7.0 7.6 

Sony 7.8 7.6 7.4 7.7 

Average 7.6 7.4 7.2 7.6 

Table 8. Average NIQE Score of DPED Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & Ka-

poor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Blackberry 4.0 3.4 3.6 5.0 

Canon 3.3 2.9 3.3 4.4 

iPhone 2.7 2.9 2.5 4.1 

Sony 3.5 3.0 3.1 4.5 

Average 3.4 3.0 3.1 4.5 
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Table 9. Average BRISQUE Score of DPED Dataset 

Image 
CLAHE (Mohan & 

Simon, 2020) 

ESIHE (Singh & 

Kapoor, 2014) 

CLAHE-DWT (Li-

dong & Wei, 2015) 
Proposed 

Blackberry 30.4 26.5 24.0 22.1 

Canon 21.2 27.5 28.5 22.3 

iPhone 21.1 28.6 26.4 19.0 

Sony 20.4 21.4 26.4 19.9 

Average 23.3 26.0 26.3 20.8 

 

 

Tables 7, 8, and 9 highlight the performance eval-

uation of techniques on the DPED dataset. Significantly, 

the recommended technique demonstrates impressive 

results, boasting high scores for Entropy while recording 

the lowest BRISQUE score among the experimented 

methods. This underscores the effectiveness of the rec-

ommended technique in optimizing results on the DPED 

dataset. 

By giving less weight to the HE output and more 

weight to the output of the proposed method, the over-

enhancement effect in output can be reduced to a mod-

erate level due to the linear fusion used in the proposed 

method. 

5. Conclusion 

It is crucial but challenging for photographs with 

poor lighting to improve the contrast and restore the de-

tails. Poor lighting circumstances and factors, including 

light absorption, reflection, bending, and scattering, re-

sult in dimness and distortion; such images may lose 

contrast and degrade. It's possible that the current algo-

rithms for picture enhancement can't effectively boost 

contrast and restore color for low-light photographs. As 

a result, this paper, the wavelet-based algorithm for en-

hanced fusion has five main steps: conversion of RGB 

to LUV color spaces, decomposition of each component 

using wavelet transform, applying ESIHE to get an ex-

posure-based enhancement of dark and bright regions 

separately, applying CLAHE to control over bright re-

gions, and weighted fusion with traditional HE method 

followed by edge preservation.  

The proposed algorithm can efficiently accomplish 

contrast enrichment based on experimentations per-

formed on various datasets having differently captured 

categories of poorly illuminated images against different 

evaluation parameters such as Entropy, NIQE, and 

BRISQUE. The method outperforms existing 

enhancement algorithms in visual performance and 

quantitative evaluation by giving a higher Entropy score 

and a lower BRISQUE score across three different da-

tasets. 

6. Limitations and future research 

With the experiments performed on different da-

tasets having a variety of low-light images, noise is ob-

served in a few patches, affecting the NIQE score. As a 

corrective measure, the proposed method can be added 

with a noise amplification feature compared to the re-

sults of diverse fusion methodologies and contrast en-

hancement metrics. Further, similarly, the findings 

would be tested by combining the output from other lo-

cal and global methods. Our goal is to construct a quan-

tifiable assessment of the effectiveness of contrast-en-

hancement algorithms based on various measures de-

scribed in the paper. 
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Abstract 

One of the success factors of an innovation ecosystem is the willingness of its actors to cooperate, which depends on 

a number of factors. As usual, cooperation needs a common language among the concerned parties and opposite sides, 

the identification of serious differences of actors might contribute to preparing and managing a collaborative culture. 

In the present analysis, the authors approach the topic from an operational management perspective and examine the 

actors of an ecosystem through the elements of a general service management framework model. Based on this, it is 

possible to point out differences through various factors to determine possible conflict sources. The aim of the study 

is to show a method for the identification of potential points of inconsistency along the four groups of aspects as 

potential sources of barriers to collaboration. After literature review, the value system, the operational-business phi-

losophy, the methods and the objectives of a research and technology center are analyzed. The presented approach can 

serve as a general method for identifying inconsistencies in innovation ecosystems. The current methodology is based 

on a two-dimension one-by-one analysis, further research can extend the approach to a multi-player inconsistency 

evaluation tool. 

Keywords: innovation, innovation ecosystem, value creation, research centers 

1. Introduction 

An innovation ecosystem can be seen as a system 

whose participants are suppliers and customers having 

relations to each other and to external organizations. 

However, the diversity and structure dynamism of an in-

novation ecosystem firmly differ from the usual com-

pany environment. Therefore, the introductory parts of 

this paper are first started from the point of view of clas-

sic value supply models, then characterization of inno-

vation ecosystem attributes is followed. Finally, service 

management perspective is taken to focus on specific 

features of innovation ecosystems in part 3. The main 

goal is to be able to identify the cooperation potential 

between the actors of each innovation eco-system based 

on the various operational aspects. Since the actors are 

different organizations, cooperation is not self-evident... 

in fact, it is difficult. This may be due to the fact that 

companies are afraid to share their business secrets and 

technological solutions with others, because they see 

each other as competitors. If we can reach the level 

where they see each other as partners, we can also in-

crease their willingness to cooperate. All this affects the 

potential for cooperation. 

For this consideration, a general model of pro-

ducer-supplier systems can be applied to evaluate and 

understand the functioning of a value creation system, 

as a basic approach (Figure 1).  

Many companies have developed a formal system 

to govern their operations, such as Toyota Produc-

tion/Business System (TPS/TBS), Audi Production Sys-

tem (APS), World Class Manufacturing of Unilever 

(WCM), or in the services sector, the Global Delivery 

Framework (GDF). 

 
Figure 1. Components of production systems (Smith, 2017) 

As production and service companies organize 
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their tasks into supply chains and networks, the organi-

zations involved in the innovation ecosystem also de-

velop a diverse external and internal network of relation-

ships. These relationships, especially internal ones, go 

beyond traditional customer-supplier relationships and 

include more informal elements than usual. These are 

the interactions that help to sustain an innovative and de-

veloping operation environment.  

Figure 2 is a more detailed unfolding of Figure 1, 

showing the components in view of the relationship be-

tween the two organizations. 

The question arises, what is the relationship be-

tween the components of the operating system within an 

innovation ecosystem? Is there a need for alignment and 

if so, to what extent, for example in terms of objectives, 

values, and operational philosophy? Is it even worth ad-

dressing or should it be left to develop spontaneously? 

In a related exploratory study, actors were looked at in a 

specific ecosystem with the aim of identifying what is 

called incongruities between the elements of the opera-

tional systems. During the analysis, pairwise compari-

sons were performed, as shown in Figure 2.  

These elements are subsequently used to define the 

structural elements of a comprehensive service manage-

ment framework that can be understood in an innovation 

ecosystem. 

 

 
Figure 2. Relationship between the operating system compo-

nents of organizations (Smith, 2019) 

The figure shows that in order for value creation to 

start within an innovation ecosystem, the interests and 

needs of suppliers and customers must be taken into ac-

count. It is important to understand the actors of the eco-

system, so we arrive at the creation of value by examin-

ing the areas of goals, methods, tools, philosophy, cor-

porate culture, and the value creation system. If we un-

derstand these characteristics, we can determine the 

strength and direction of customer and supplier relation-

ships, as well as the parts that need to be improved. 

2. Interpretation and general characteriza-

tion of innovation ecosystems 

Considering that innovation ecosystems are also 

based on value creation mechanisms, the paper refers to 

the related publications by West and Wood (2008) and 

Chesbrough et al. (2014), who argue that an open inno-

vation ecosystem comprises communities of different 

stakeholders who create value through an open approach, 

linked by competitive and cooperative relationships. 

This definition describes well the main nature of the in-

novation ecosystem approach to value creation. How-

ever, it is also important to note that an innovation eco-

system is in fact a network of interconnected organiza-

tions, organized around a focal company or a platform 

(e.g. a technology), which includes both value creation 

and consumption participants, and leads to the develop-

ment of new value as a result of the innovation (Autio et 

al., 2014). 

A systematic management background usually 

aims at managing uncertainty or complexity (Duncan, 

1972). In the present case, the study is related to a spe-

cific type of innovation ecosystem, an open research 

center. In such a system, both factors are present, since 

continuous development and technological change im-

ply uncertainty and the need for constant adaptability. In 

addition, the collaborative nature of innovation ecosys-

tems and the environmental embeddedness are them-

selves sources of complexity. Jucevicius and Gruma-

daite (2014) studied innovation ecosystems as complex 

adaptive systems (CAS). This concept of smart develop-

ment takes into account the complex dynamic nature of 

the system and is based on the promotion of productive 

self-organization rather than imposing top-down linear 

solutions. A dynamic system is characterized by local-

ized interactions between a large number and variety of 

actors: universities, businesses, public institutions, soci-

ety, resources, etc.  

The 'harmonious' and complementary cooperation 

between these actors is crucial to the effectiveness and 

efficiency of the system as a whole. The identification 
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and analysis of sources of inconsistency within the sys-

tem is, therefore, an important area of research. Re-

sponses to the environment often evolve spontaneously 

from bottom-up interactions without central guidance. 

The innovation ecosystem as a complex system cannot 

necessarily be explained by simple input-output pro-

cesses. The spontaneous and dynamic interactions be-

tween actors in the network can make the system diffi-

cult to predict. Advanced innovation ecosystems thus 

balance on the 'edge of chaos', where creativity and in-

novativeness are at their highest levels simultaneously 

(Mason, 2007). Innovation ecosystems can be described 

as intelligent systems because of their openness, interac-

tion with the environment, self-organization and emer-

gence, adaptability, and flexibility (Murthy and Krish-

namurthy, 2003); this should be taken into account when 

defining the related management methods. 

Although it is intended to apply the tools and sys-

tems of operational management in understanding the 

value chain management of innovation ecosystems, it is 

important to take into account the specialties of the dif-

ferent corporate environments. The innovation ecosys-

tem, as a social system, is the result of the interaction of 

different cultural, economic, institutional, and 

technological factors. Thus, the model of social self-or-

ganization presented by Fuchs (2002) can be adapted. 

This model emphasizes the dynamics of actors, forces, 

relationships, and outcomes of interactions within and 

between subsystems of social systems. The selection of 

mechanisms for the development of an innovation eco-

system therefore requires identifying the main agents, 

forces, relationships, and outcomes that result from in-

teractions within and between subsystems; and then 

identifying the weakest parts and the forces, relation-

ships, or outcomes that have the greatest impact on them. 

Consequently, the value chain management system ap-

proach needs to be understood both at the level of the 

ecosystem actors and at the level of the whole system. 

3. Service management framework in an 

innovation ecosystem 

One of the fundamental practices of operational 

management is the Toyota Production System (TPS), al-

ready mentioned, which has been the basis for many pro-

duction management systems. Figure 3 shows Liker's 

interpretation (Liker, 2004). 
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Figure 3. Toyota Production System (Liker, 2014) 

It is easy to see that the objectives of the model can 

also be agreed for services. Quality assurance and con-

tinuous improvement are also essential components of 

service systems. In services, there is less material flow, 

less stock, and more user participation (co-creation) in 

the processes, more queues. 

In the service domain, the number of similar mod-

els is much more limited, an example is shown in Figure 

4. 
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Figure 4. Service Management Model Vodafone (Kerr and Moloney, 2018) 

The importance of collaboration is crucial within 

the innovation ecosystems. In the following, related re-

search is referenced in view of the service management 

perspective. 

Harmonious and complementary cooperation be-

tween actors is critical for the effectiveness and effi-

ciency of the whole system. Identifying and investigat-

ing sources of inconsistency within the system is, there-

fore, an important area of research. Responses to the en-

vironment often evolve spontaneously from bottom-up 

interactions without central guidance. Advanced inno-

vation ecosystems thus balance on the ‘edge of chaos’, 

where creativity and innovativeness are at their highest 

levels simultaneously (Mason, 2007). 

What distinguishes ecosystems from purely mar-

ket-based service structures is that the actors are bound 

together by certain interdependencies, for example, they 

all adhere to certain norms. In this sense, ecosystems are 

different from pure networks, even if the networks are 

formal or informal alliances between actors (Powell, 

2003). In ecosystems, the customers must associate 

themselves with a group or platform to be able to take 

advantage of its specific benefits (Hagiu &Wright, 

2015). 

As Teece (2018) points out, to exploit opportunities 

for collaboration within the ecosystem, organizations 

should seek complementarity of purpose, but this can 

take several forms depending on the nature of the col-

laboration. Complementarity, a descriptive characteris-

tic of the relationship between actors, can be used to 

clearly express the relationships between actors within 

an ecosystem. Hence, it is particularly important to iden-

tify and visualize the similarities or differences between 

the characteristics of the actors. 

4. Specific case: ZalaZONE Science & 

Technology Park 

4.1 Research problem discussed in the pa-

per 

One of the key benefits of an innovation ecosystem 

is the collaborative environment offered for its actors to 

operate in. As usual, cooperation needs a common lan-

guage among the concerned parties and the opposite side, 

the identification of serious differences between actors 

might contribute to preparing and managing a collabo-

rative culture. In the present analysis, the authors ap-

proach the topic from an operational management per-

spective and examine the actors of an ecosystem through 

the elements of a general service management 
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framework model. Based on this, it is possible to point 

out differences through various factors in order to deter-

mine possible conflict sources. The aim of the study is 

to show a method for identification of potential points of 

inconsistency along the four groups of aspects as poten-

tial sources of barriers to collaboration. After literature 

review, the value system, the operational-business phi-

losophy, the methods, and the objectives of a research 

and technology center are analyzed. The presented ap-

proach can serve as a general method for identifying in-

consistencies in innovation ecosystems. 

4.2 ZalaZONE Service Management Sys-

tem 

The unique proposition of the ZalaZONE Automo-

tive Proving Ground in Hungary is, that it not only offers 

the possibility to perform traditional vehicle dynamics 

tests, but also allows validation tests of automated, con-

nected and autonomous (self-driving) vehicles, as well 

as electric vehicles. The first modules of the test track 

were already completed in 2019, and since then, the 

testing modules are available to customers. The 230 ha 

testing facility became completed in 2021, now it is in 

operational mode. 

The ZalaZONE Science and Innovation Park is an 

innovation ecosystem around the proving ground aiming 

to create an environment that contributes to strengthen-

ing the translational impact of the test track. It is ex-

pected to result in the establishment of leading R&D and 

innovation companies, building on and collaborating 

with universities, research institutes and other service 

providers, and industrial companies that have estab-

lished R&D bases locally. The ZalaZONE Research and 

Technology Center, as a knowledge hub and driver of 

the park, has been operative since 2019 and, through its 

tenant actors, offers in-vehicle measurements, simula-

tion support, vehicle-level radar sensor testing, mecha-

tronics, and engineering services. 

Figure 5 summarizes the service management sys-

tem model for the ZalaZONE Research and Technology 

Center, built on the theoretical considerations presented 

above, especially the model of Figures 1 and 2 and key 

findings of Chapter 3. 

 
Figure 5. Service management system model for the ZalaZONE Research & Technology Center (own editing) 
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4.3 Structure of the ecosystem 

The actors of the ZalaZONE Research and Tech-

nology Centre as an ecosystem are players from both the 

industry and the scientific field. The players are men-

tioned in an anonymous way, with identification num-

bers during the whole analysis. 

• Univ_1: research group, whose main task is to 

support the research of headquarter university and 

its partners related to the use of proving ground 

and the practical validation of the specific devel-

oped concept supporting the testing methods of 

self-driving vehicles. 

• Univ_2: a research group whose main tasks are to 

support the research of base university and its 

partners related to the use of proving ground and 

to develop and operate the university's industrial 

service site in Zalaegerszeg. 

• Univ_3: is present in education in Zalaegerszeg 

and the region in cooperation with the ZalaZONE 

Research and Technology Center. The base uni-

versity has been an active participant in the re-

gion's higher education activities in the field of 

engineering for decades. 

• Serv_1: the R&D department of the ZalaZONE 

Automotive Proving Ground and the unit coordi-

nating the research use of the test track. 

• Serv_2: the unit coordinating the dual and trainee 

student base around the whole ecosystem and the 

student community connected to the Science and 

Innovation Park. 

• Serv_3: contributes to the development and com-

petitiveness of industrial enterprises, in particular 

mechanical engineering enterprises, by providing 

complex technical R&D services; provides phys-

ical solutions to complex industrial problems re-

quiring innovative directions, broad perspectives, 

and often comprehensive analysis. 

• Serv_4.: one of the few companies in the world to 

offer a contactless vehicle data reading and pro-

cessing solution to customers, independent of ve-

hicle manufacturers; their contactless sensor 

product is a unique method of connecting to the 

network of vehicles. 

• Serv_5: is active in the manufacturing enterprise 

producing of components for production lines, the 

manufacturing of equipment for the transport and 

storage of components and finished products in 

factory areas, the manufacturing of components 

for the drive train family of agricultural machin-

ery. 

• Serv_6: provides consultancy, development, and 

service activities in the field of mechatronics for 

a wide range of industries, both domestic and for-

eign customers; contributes to the success of its 

partners through its innovation and consultancy 

activities. 

The players make their own business or research 

activity for the specific target groups in line with the cor-

porate policies. However, the environment of Zala-

ZONE Research & Technology Center as micro-ecosys-

tem also offers and encourages possibilities of co-oper-

ation among these players. The nature of co-operation 

can be one-by-one, but can be also consortia-type, in-

volving more organizations. The base co-operation level 

is the classic client-supplier relation, but in some cases 

partnership approach is also arising. 

The methodology of the study builds on the model 

shown in Figure 5, with the main characteristics of the 

actors of the research center being analyzed on the basis 

of its elements. 

4.4 Method of the analysis 

The aim of the analysis is to examine the concept 

of the ZalaZONE Service Management System by eval-

uating the characteristics of the actors of the research 

and technology center as a specific “micro-ecosystem”. 

The research approach is built on the findings summa-

rized in literature review, especially those of Smith 

(2017) and Smith (2019). Method-related questions also 

considered research findings shown in Chapter 3, espe-

cially Toyota value approach. 

In the following, the content of the research is sum-

marized. 

Value system, corporate culture: 

It is assumed that the value system of a company is 

derived from its ownership background. The organiza-

tional culture is different for an SME, a large enterprise, 

a university or a public operator. The study therefore ex-

amined the ownership background of the actors in the 

ecosystem. 

Philosophy: 

To position the actors in an innovation ecosystem, 

it is necessary to assess the characteristics of 
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technology-intensive versus research-intensive organi-

zations and, on this basis, infer the business and innova-

tion philosophy of the actor. For this purpose, the so-

called KIBS/NTBF evaluation method is used (Tóth-

Háry, 2021), which classifies organizations into the cat-

egory of R&D service provider or Knowledge Intensive 

Business Service (KIBS) or New Technology-based 

Firms (NTBF) based on the approach of (Xiuqin et al., 

2018). Based on experiences and research, the opera-

tional and business philosophy of an R&D service pro-

vider, a knowledge-intensive business service provider, 

a new technology-based firm is significantly different. 

Methods (operations and development): 

Within this aspect, a survey of the management 

methods used could be carried out, however, the re-

search center currently under study includes small or-

ganizations, many of them established in the near past, 

and such a survey would not show the real methodolog-

ical background. At the same time, it makes sense to 

look at the systematic management of orders/projects, 

the orderliness of the area, and the control of financial 

processes in this type of company, and therefore specific 

aspects were taken into account when surveying organi-

zations:  

1. Business plan, strategic approach 

2. Organizational structure 

3. Systematic management methods for projects/or-

ders 

4. Territorial organization 

5. Cost controlling methods 

6. Understanding and commitment to the ecosystem 

7. Contribution to the ecosystem 

8. Definition of objectives 

Objectives: 

All organizations operate according to defined 

management objectives. The highest-level indicators are 

usually turnover, number of employees, profit, and eq-

uity. These provide a general way of looking at the ac-

tors in an ecosystem, in particular considering the trend 

of the indicators. 

Data collection was made in two ways: through in-

terviews with executive leaders of actors within Zala-

ZONE Research and Technology Center (see method 

any philosophy sections), and by evaluation and pro-

cessing of publicly available company and operational 

data of the companies (see corporate and goals sections). 

The research involved 9 actors, out of the total 10 inside 

the research center in the analysis. 

5. Discussion and results 

Some introductory considerations are summarized 

here to prepare the interpretation of the survey results. 

Value system, corporate culture: 

Table 1 shows the results based on an analysis of 

the ownership of each organization (Organization size, 

public or private institution and R&D background), with 

an assessment on three variables. It can be seen that the 

ownership structure is diversified, reflected by the ma-

trix. It can be seen that the ownership structure is diver-

sified, SMEs appear in the ownership structure in a sim-

ilar proportion as large companies. State and private 

ownership occurred in nearly 50% of the organizations 

examined. In the case of university actors, it can be ob-

served that they are university-owned, while industrial 

organizations tend to obtain R&D support from indus-

try/market actors. 
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Table 1. Ownership background of the examined organizations

Philosophy: 

The assessment was carried out on the basis of the 

so-called KIBS/NTBF approach and shows the given 

profiles in Figure 6. It can be seen that each organization 

is a mixture of the three categories, but dominant char-

acteristics can be identified on this basis case-by-case. 

The university actors are more open to new technologies 

and knowledge intensity, while the organizations are less 

oriented towards technology intensive and look for new 

technological solutions related to their scientific peers. 

 

Fig 6. Nature of the examined organizations 

Methods (operation and development): 

Looking at each organization based on the seven 

criteria, the assessment in Table 2 was given on a scale 

of 1 to 4 (where: 1 uncharacteristic, 4 very typical). The 

results are scattered, with a dominant value 4 in many 

cases, which is a positive reflection of systematic oper-

ations. The seven criteria reflect the operational model 

approach of organizations (strategy, organization, meth-

ods, goals, etc.). The results show that all of the 7 criteria 

are considered very typical (4) by the respondents. 
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Table 2. Evaluation of the methods of the examined organizations 

Goals: 

With regard to the main business and operational 

indicators, the absolute values in thousand HUF and 

trend direction (+/o/-) have also been taken into account, 

the results are shown in Table 3. Some of the actor is in 

growing or start-up phase, while others belong to a more 

mature mother organization or headquarters. 

Table 3. Evaluation of the main management metrics of the examined organizations 

 

In order to identify potential points of incon-

sistency between the actors in the innovation ecosystem, 

the actors were examined pairwise, looking for signifi-

cant points of differences in terms of values, philosophy, 

methods, and goals. Table 4 shows the basic theoretical 

approach of the study. It is assumed that the incon-

sistency, as a possible point of inhibition of cooperation, 

stems from the significant differences between the ac-

tors. 
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Table 4. Identification of potential inconsistencies between the examined organizations 

 

When examining pairs, it is sufficient to analyze 

one side of the diagonal of the matrix as this way all 

combinations between actors in the innovation ecosys-

tem could be considered. 

In Figure 7, there is an illustration of the method 

along selected pairs as a concrete example, which, on 

this basis, is suitable for highlighting significant differ-

ences between any two actors in the innovation ecosys-

tem. 

 

 

Figure 7. Example - Identification of possible inconsistencies between two actors based on different characteristics 

6. Conclusions and summary 

The basic general conclusion of the research was 

that the methodology which had been developed based 

on the review of several related research findings is suit-

able for identification of apparent differences of charac-

teristics of innovation ecosystem actors. This way, using 

the theoretical method presented and demonstrated in 
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this paper is suitable for potential hampering factors in 

cooperation of actors as critical to the development of 

innovation ecosystems. In the following, the main find-

ings derived from using the analysis method is summa-

rized. 

What we have examined? 

In this research, the relationships between actors 

were examined in an innovation ecosystem from four 

perspectives: values and culture, philosophy, goals, and 

methods. The relationship of each actor in the ecosystem 

with each other actor was assessed along the four aspects, 

using data or rating scales or ratings for the given aspect. 

What we found? 

As a result of a survey of the actors in the ecosys-

tem concerned, pairs of actors have been identified with 

extreme differences, like significant variation in the as-

sessment of a particular aspect. The study showed that 

the pair with the most significant differences in each of 

the characteristics was a large university actor with a 

public background and a small market-based R&D com-

pany. 

The novelty of the study is that it allows to system-

atically detect differences between actors in an innova-

tion ecosystem along a relevant management aspect. 

Significant divergence between actors can lead to coop-

eration difficulties and is, therefore, a source of incon-

sistency between actors in terms of cooperation potential. 

Theoretical relevance 

The theoretical significance of the study presented 

in this article is that it offers a method for assessing the 

cooperation potential within an innovation ecosystem. 

The method presented in this paper illustrated the eval-

uation of a system of relationships between only two ac-

tors and four sets of criteria. With further research, the 

method could be further developed into a multi-stake-

holder evaluation method or an evaluation method along 

additional criteria. 

Practical relevance 

Practical experience has shown that one of the 

sources of difficulties in cooperation is that actors do not 

find common ground, are too different, think 

significantly differently, and use different management 

approaches. The practical role of the method presented 

here is to point out possible sources of inconsistency that 

can make cooperation between actors difficult. It allows 

to visualization of critical aspects of cooperation, which 

provides a good basis for identifying and then avoiding 

or minimizing potential conflict situations. 

Limitations of the study 

The presented study was based on one selected case 

of an innovation ecosystem, with a limited number of 

actors. This limits the findings relevant to the type and 

nature of players from the point of view of cooperation 

behavior in an innovation ecosystem. Nevertheless, the 

method presented is suitable for the analysis of further 

cases, without any limitation. 

Possibilities for further investigation 

The method discussed in this paper has been devel-

oped for the analysis of pairs of actors in an innovation 

ecosystem. Further research can extend the methodol-

ogy of evaluation into more-dimension comparisons, in-

volving not only pairs but more actors into the compari-

son. 

The scale and aspects of analysis can be also sub-

ject for further research, resulting in a more precise base 

and method for the comparison. 
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Abstract 

Several researches in medical science have revealed that individuals who have scoliosis experience discomfort 

while sitting upright, leading to symptoms like leg pain, back pain, and claudication. These symptoms can limit 

their ability to perform certain tasks in the office. Thus, this paper utilized Ergonomics Ergo-System Framework 

(EESF) to design a innovative ergonomic seating support for scoliosis patients. Through the interview study con-

ducted with a rehabilitation specialist, a physiotherapy expert, and three scoliosis patients in Malaysia, the EESF 

was integrated to identify patients design issues and needs. The result of solution components and design criteria 

obtained from the interview study highlights the parameters for the development of ergonomic seating support. 

The decision of innovative design of the ergonomic seating support incorporated the modular seating concept for 

office use, visually aesthetic with emotional design elements, and equipped with adjustable spinal support. To 

develop the semi-working ergonomic seating supporter concept model for future production, a design process was 

executed. It is hoped that the outcome of this study will contribute to demonstrating how the EESF can be utilized, 

integrated with the innovative product design process, and benefit scoliosis patients. 

Keywords: Ergonomics Ergo-System Framework, Design Thinking, Scoliosis, Ergonomic, Product Design 

1. Introduction  

Scoliosis is a condition that occurs in mature pa-

tients with a spinal deformity where the Cobb angle in 

the coronal plane is greater than 10 degrees. Aebi (2005) 

has classified scoliosis into four major categories. The 

first type, as shown in Figure 1, is primary degenerative 

scoliosis, which is primarily caused by arthritis in the 

discs and/or facet joints. This leads to an asymmetrical 

impact on those structures and typically results in back 

pain indications. It frequently occurs with or without 

symptoms associated with spinal stenosis, both central 

and lateral stenosis. This curvature is referred to as "de 

novo" scoliosis (Benner & Ehni, 1979; Epstein et al., 

1979; Fowles et al., 1978; Grubb et al., 1988; Grubb & 

Lipscomb, 1992; Korovessis et al., 1994; McKinley et 

al., 1977). 

The second type of scoliosis, as depicted in Fig-

ures 2, 3, and 4, is progressive idiopathic scoliosis that 

occurs during adulthood. The thoracic and/or lumbar 

spine are commonly affected by this scoliosis, which 

continues throughout adulthood. It frequently has a con-

nection to secondary degeneration and/or imbalance 

(Kostuik & Bentivoglio, 1981; Ogilvie, 1992; 

Sponseller et al., 1987; Winter & Lonstein, 1983). 

The third type of scoliosis, illustrated in Figure 5, 

is secondary degenerative scoliosis. It can develop as 

follows: (a) It may develop when a person has idiopathic, 

or another kind of scoliosis, or due to a pelvic obliquity 

caused by hip pathology, an imbalance in leg length or 

a lumbosacral transitional malformation. This scoliosis 

type o is mainly found in the thoracolumbar, lumbar, or 

lumbosacral spine. (b) Scoliosis can also be caused by 

metabolic bone disease, such as asymmetric, osteoporo-

sis, arthritic disease, and/or spinal fractures (Bradford et 

mailto:mkmjameel@unimas.my
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al., 1999; Deyo et al., 1992; Healey & Lane, 1985; 

Robin et al., 1982; Velis et al., 1988) 

 
Figure 1. De novo scoliosis (type 1 adult scoliosis). (a) age 33 (8 

degrees), (b) age 50 (25 degrees), and (c) age 55 (40 degrees), 

adopted from Aebi (2005). 

 
Figure 2. A young female with progressing idiopathic scoliosis 

occurred in adult life (type 2 scoliosis). (a) 62 degrees at age 35 

(b) advanced to 75 degrees at age 38, and (c) left bending with 

minor correction, adopted from Aebi (2005). 

 
Figure 3. A young female with progressing idiopathic scoliosis 

occurred in adults. (type 2 scoliosis) (d) severe lumbar kyphosis; 

(e) partial extension correction; (f) thoracic spine flexion, 

adopted from Aebi (2005) 

 

 
 

Figure 4. A young female with progressive idiopathic scoliosis 

occurred in adulthood (type 2). (g) and (h) 18 months post-oper-

ation, adopted from Aebi (2005). 
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Figure 5. Scoliosis of type 3 in a female patient, age 25. Arrows 

(1) indicate a transitory abnormality while Arrows (2) indicate L5 

spondylolysis, adopted from Aebi (2005). 

Scoliosis may appear at any age and can either get 

worse or start to cause symptoms in adults. Alternatively, 

scoliosis can develop in adulthood without any prior his-

tory, referred to as "de novo" scoliosis. Aebi (2005) 

notes that the most common clinical groupings are sec-

ondary (type 3) and primary (type 1) degenerative adult 

scoliosis. Osteoporosis can exacerbate both types of sco-

liosis in older adults, including type 2 scoliosis. At some 

point, all three types of scoliosis can present as degener-

ative scoliosis, which is the primary form of adult scoli-

osis. 

The exact cause of scoliosis with a primary location 

in the lumbar or thoracolumbar spine is difficult to iden-

tify, but once an asymmetric load or degeneration occurs, 

a predictable pathomorphology and pathomechanism 

can be observed, as noted by Aebi (2005). Asymmetric 

degeneration can lead to an increase in asymmetric load, 

which can cause the development of scoliosis and/or ky-

phosis as well as deformity. Osteoporosis, particularly in 

postmenopausal women, can also contribute to the pro-

gression of the curve. The facet joints, joint capsules, 

discs, and ligaments can all be affected and destroyed, 

resulting in mono or multisegmented instability, and 

eventually, spinal stenosis.  

Ágústsson, Sveinsson, and Rodby-Bousquet (2017) 

suggest that scoliosis can be caused by the weakening of 

spinal muscles, leading to discomfort, deformity, and 

decreased cardio-respiratory function. Lephart and 

Kaplan (2015) assert that individuals with scoliosis may 

have difficulty sitting upright and may experience pain, 

potentially restricting their activities. Back pain is the 

most frequent indication, followed by leg pain and clau-

dication, while neurological problems and concerns 

about appearance are rare. Once the muscle weakness is 

severe, the resulting deformity can be challenging to 

treat, making slowing the progression of the condition 

the most effective approach. 

Seeger and Sutherland (1981) state that traditional 

wheelchair designs do not provide proper support to the 

spine due to the lack of stable pelvic position and re-

sistance to sideways spine bending. Crytzer et al. (2016) 

found that the design of seating supports significantly 

affects seating comfort and functionality and lowers spi-

nal strains and associated healthcare costs. Seeger and 

Sutherland (1981) hypothesized that custom-molded 

seating may improve sitting comfort and delay spinal 

curvature advancement in scoliosis patients, and aimed 

to develop low-cost, comfortable seating to aid spinal 

deformity treatment. The work on this subject has previ-

ously varied from merely cushioning the armrest to spe-

cially molded chairs to disperse force over the rib cage. 

Although the method was labor-intensive and therefore 

expensive, a variety of comfortable chairs were made by 

Seeger and Sutherland's (1981) early attempt at custom 

molding utilizing the bean bag expulsion and consolida-

tion technique. In order to help correct spinal deformity, 

they set out to build a low-cost method of enabling com-

fortable seating. Utkan, Fredericks, and Butt (2011) con-

ducted a study using the Scoliometer, an inclinometer 

that determines any trunk asymmetries or axial trunk in-

clination (ATI) in the torso flexion, to investigate the im-

pact of self-selected back support on adults with scolio-

sis during seating. It was discovered that all respondents 

opted to pick support that was not uniform throughout 

the lower back based on the 35 diodes in the low back 

that they self-selected to adjust for their support needs. 

The study highlights the importance of further assess-

ment of seating issues and ergonomic seating support 

design for adult scoliosis patients.  

This research paper is focused on the integration of 

ergonomics EESF with the product design process in the 

innovation of ergonomic seating support for scoliosis 

patients. It highlights the importance of incorporating 

human factors in product design, which involves study-

ing human behavior, identifying obstacles and expecta-

tions, and conducting research and development to de-

velop innovative products that offer increased value to 

users. This approach is currently considered a crucial as-

pect of product design (Abdullah Sani et al., 2019; 

Chumiran et al., 2020; Kamil et al., 2018, 2019a, 2019b; 

Kamil & Abidin, 2013; Li & Mohamed Kamil, 2022; 

Mohamed Kamil et al., 2020; Mohamed Kamil, Ho Wan 

Ying, et al., 2022; Mohamed Kamil, Hua, et al., 2022; 

Mohamed Kamil & Abdullah Sani, 2021; Mohamed 

Kamil & Abidin, 2014; Mohamed Kamil & Shaukat, 
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2023; Mohamed Kamil & Zainal Abidin, 2014, 2015; 

Sani et al., 2020). 

 
Figure 6. Scoliosis of type 3 in a female patient, age 25. Arrows 

(1) indicate a transitory abnormality while Arrows (2) indicate 

L5 spondylolysis, adopted from Aebi (2005). 

The main objective of the study is to explore the 

potential for theoretical investigation that complements 

design practices, to create innovative product designs 

that meet the needs of users. As proposed by Bridger 

(2008), the EESF is typically employed to enhance sys-

tem performance but has been adapted here for product 

design practice, specifically to develop an ergonomic 

seating supporter for scoliosis patients (see Figure 6). 

The framework consists of five elements drawn from the 

fields of ergonomics: anatomy, and engineering. physi-

ology, psychology, and physics. The five elements inter-

act with each other and the environment, with the syn-

chronization of "people" and "machine" interactions 

forming the foundation of the framework to generate a 

specific output. The input of supplementary variables, 

material, design needs, and facts, varies depending on 

the stage of human factors study. In this study, the frame-

work is employed to support designers' design thinking 

from the initial levels of empathizing with the user's 

needs, through brainstorming and ideation, to prototyp-

ing and testing. The user's synchronization with the con-

text is the foundation of the system. Understanding the 

user’s condition or circumstance in a particular context 

or location is essential to comprehending the relation-

ship. The subject's condition or circumstance will pro-

vide insight into their thoughts on the physics of their 

environment and how it impacts their psychology and 

needs. Academically, this research also aims to broaden 

the understanding of the importance of ergonomics and 

design thinking and to present the product design pro-

cess. It is hoped to broaden knowledge and motivate fu-

ture investigation in design research by embracing 

cross-disciplinary studies with relevance to physiology. 

2. Methodology 

In this study, the development of an ergonomic 

seating supporter for scoliosis patients was conducted 

based on previous research that integrated ergonomics, 

behavior, and product design needs (Bruno et al., 2016; 

Chen & Chu, 2012; Demirbilek & Sener, 2003; Kamil 

& Abidin, 2013; Matos et al., 2014; Mohamed Kamil et 

al., 2020; Mohamed Kamil, Hua, et al., 2022; Sani et al., 

2020; Schütte, 2005). The main objective of the study 

was to identify the design elements needed by scoliosis 

patients, incorporating the ideal design feature for the 

ergonomic seating supporter, to improve their physical 

comfort while sitting. To achieve this, a semi-structured 

interview was held with three scoliosis patients, a reha-

bilitation expert, and a physiotherapy expert, with each 

interview session lasting 45 minutes at the Advanced 

Medical and Dental Institute in Penang, Malaysia. The 

five sets of ergonomics scientific elements - physiology, 

anatomy, physics, engineering, and psychology, were 

proposed in the ergonomics ergo system framework and 

served as the basis for the construction of the interview 

questions. For example, the physiology expert was inter-

viewed to obtain a professional opinion on issues related 

to scoliosis, such as its symptoms and diagnosis (anat-

omy), its impact on physical well-being (physiology), its 

impact on patients' emotional state (psychology), and 

available treatment options (physiology). The rehabili-

tation expert was interviewed to gain a deeper under-

standing of the rehabilitation technology available for 

scoliosis (engineering) and the variation of physical 

treatment (physics), while the interview with scoliosis 

patients aimed to assess design requirements based on 

their difficulties and psychological responses to existing 

ergonomic seating (psychology and physics). 

2.1 Phase 1: Assessing the design needs. 

In order to establish a clear design direction, the 
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design thinking and the EESF had to be integrated, and 

the interview analysis played a significant role in the de-

sign process. During the first phase of the interview data 

analysis, the focus was on gaining a better understanding 

of the respondents, their challenges, and design require-

ments. In this research, the EESF forms the basis of the 

researcher's cognitive process, ensuring alignment be-

tween the respondents and their contextual surroundings. 

Employing this framework, the study seeks to investi-

gate the circumstances and conditions of participants, 

offering insights into how the environment impacts their 

psychology and requirements (Mohamed Kamil & Ab-

dullah Sani, 2023). This all-encompassing approach 

considers the dynamic interplay among anatomy, engi-

neering principles, physiological aspects, psychological 

factors, and the laws of physics, fostering an in-depth 

comprehension of the experiences of individuals with 

scoliosis. For instance, in the study of activities leading 

to back discomfort among scoliosis patients, the ana-

tomical aspect of the EESF plays a pivotal role in under-

standing the physical configuration of scoliosis patients, 

particularly the curvature of the spine and its influence 

on posture and movement. Simultaneously, the physio-

logical component of the ESSF is imperative for recog-

nizing how the physiological aspects of patients’ condi-

tions impact bodily functions and comfort, encompass-

ing the evaluation of muscle activity, blood flow, and 

respiratory patterns. This gathered information is then 

utilized to customize the design to accommodate the 

physiological variations associated with scoliosis.  

The interview analysis followed the three coding 

steps described by Creswell (2009) and Saldaña (2009), 

including open coding, axial coding, and selective cod-

ing, to systematically analyze and organize the transcrip-

tions of the interview data into categories of information. 

In a study to identify activities that may have caused 

back discomfort among the participants, the researcher 

employed a method known as open coding, which in-

volves the identification of descriptive labels or speech 

analysis features from the respondents' utterance. The 

components of the respondents' speech were then sepa-

rated out and categorised by the researcher, as indicated 

in Table 1. In order to create axial codes, which are more 

conceptual categories, the resultant open codes were fur-

ther abstracted.  Through selective coding, comparable 

coded data were grouped into conceptual categories that 

were derived from the open codes. The axial codes were 

adjusted to achieve the best match, and more than one 

axial code may have been created during this process. 

Additionally, data that was "divided" or "fractured" dur-

ing the open coding process was reconstructed. The axis 

represents a category that was created from open coding 

at this level, and identifying these dimensions and or-

ganizing the available codes along them is a primary ob-

jective of early coding. For instance, based on their con-

nections to one another, the open codes shown in Table 

1 were given new names and rearranged. The researcher 

might have to repeat the process and recode the data af-

ter choosing a category or dimension depending on the 

newly developing notion that is encapsulated in the cat-

egory or dimension. Muller and Kogan (2010) suggest 

that selecting which codes to develop further requires a 

choice of issues to research. Selective coding involves 

extracting data by examining the links between the 

groups created by axial coding (Creswell, 2009). The 

chosen coding only retains variables that are applicable 

and relevant to the key variables of the procedure, in or-

der to produce explicit information. The core category, 

or axial coding, was identified and then classified and 

recoded as selected codes to provide a clear representa-

tion of the information. This process may need to be re-

peated several times to establish the relationship be-

tween the codes and develop the most plausible expla-

nation. 
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Table 1. Sample of coding on respondents' activities that may have caused back discomfort. 

Index Respondent 1 Respondent 2 Respondent 3 

Protocol Time 13:30 15:12 11:45 

Transcriptions 

"...I often feel back discomfort when 

I handle big goods and spend a lot of 

time standing, walking, or even sit-

ting... My waist carries a lot of 

weight..." 

"It usually appears to 

me that doing a lot of 

work makes my body 

weak and hurts my 

back..." 

“…I don't think I can stand 

or walk for long periods of 

time without my back hurt-

ing...” 

Attributes 

1. Lifting heavy objects 

2. Spending a lot of time standing, 

walking and sitting 

1. Doing a lot of 

work 

1. Standing for a long peri-

ods of time 

2. Walking for a long pe-

riod of time 

Open Codes: 

Categories of 

information 

Handling a lot of weight for an ex-

tended period of time including 

standing, walking, and sitting became 

a burden for the waist and resulted in 

back discomfort. 

Doing a lot of work 

caused back pain. 

Walking and standing for a 

long period of time caused 

the back pain. 

Axial Codes 

Scoliosis patients feel the back pain 

as a result of carrying a lot of weight, 

standing, walking, and sitting for a 

lengthy period of time. 

Scoliosis patients feel 

back pain when they 

do a lot of work. 

Scoliosis patients feel back 

pain from walking or 

standing for long periods 

of time. 

Selective Codes 
Carrying a lot of weight repeatedly including walking, standing, and sitting for a lengthy pe-

riod of time causes back pain to scoliosis patients. 

3. Results 

In this study, the coding technique used to analyze 

interview data started with empathizing with the situa-

tion that was being investigated. The study evaluated de-

sign requirements for scoliosis patients by considering 

five elements of ergonomics science: physiology, psy-

chology, physics, anatomy, and engineering, within the 

ergonomics ergo system framework. During the inter-

view, respondents provided information about the state 

or status of scoliosis patients, specifically how their cir-

cumstances and environment affect their needs. By un-

derstanding the anatomical and physiological require-

ments, it was possible to identify the significant design 

features and facts that could be improved further in the 

ergonomic seating supporter design process. The results 

of the interview were summarized into three descrip-

tions of design needs and solution components, as 

shown in Table 2. 

Table 2. Sample of coding on respondents' activities that may have caused back discomfort. 

Descriptions of Design Needs 
Solution Compo-

nents 

Patients sit in their office for half of the day. Therefore, the design of the ergonomic 

sitting should be modular and compatible with standard office chair designs. 
Modular seating de-

sign for office users. 

Most ergonomic seating supporter already on the market was poorly designed and gave 

the appearance of having health issues, which made patients feel less confident. There-

fore, the aesthetic component of the ergonomic design should aid in regaining the confi-

dence of patients. 

Visually aesthetic de-

sign 

Each patient has a unique spinal issue and curvature. Hence, ergonomic sitting should be 

flexible to accommodate spinal conditions, especially for an extended period of time of 

sitting. 
Adjustable support 
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3.1 Phase 2: Generating design ideations. 

The three descriptions of design needs and solution 

components were previously developed as a result of 

interview analysis. While this is happening, the next pro-

cess involves generating design criteria for the ergo-

nomic seating supporter using the three elements of so-

lutions (see Table 3). 

Table 3. Sample of coding on respondents' activities that may have caused back discomfort. 

Design Criteria Descriptions 

Modularity 
The ergonomic seating supporter would serve as a modular supporter that should be 

compatible with a variety of office seat designs. 

Emotional element The ergonomic seating supporter should boost the patient's sense of confidence overall. 

Adjustable spinal sup-

port 

Longer periods of comfortable sitting should be possible with ergonomic seating sup-

porter. The ergonomic seating supporter should be assistive to reduce spinal dullness and 

stress. 

Based on the stated descriptions of design needs, 

the modular concept, emotional element, and adjustable 

spinal support will be incorporated into the ergonomic 

seating supporter design. The ergonomic seating sup-

porter is intended to be created as a modular supporter 

that can work with different seat designs. This is to en-

sure that potential users who spend a lot of time sitting 

at their desks can use products that complement differ-

ent office chair designs. Additionally, it is believed that 

including an emotional component in the design will in-

crease the patient's confidence. As outlined in the EESF, 

the psychological aspect is integrated during the study 

to comprehend the mental and emotional aspects of liv-

ing as scoliosis patients, and how these factors influence 

their perceptions of comfort and discomfort. This 

knowledge contributes to the development of a seating 

supporter that addresses not only physical but also psy-

chological well-being. Hence, the design's improved 

aesthetics would make potential users feel emotion-

ally comfortable using the product. Aligned with the 

physics component within the EESF, the design will in-

tegrate adjustable spinal support features to provide 

flexibility and adaptability, catering to the unique spinal 

conditions and curvature exhibited by each scoliosis pa-

tient. This strategic incorporation is intended to mitigate 

spinal tension and alleviate the dullness associated with 

extended periods of sitting, thereby enhancing the 

product's effectiveness in addressing the specific needs 

of users. 

Then, a sketching activity (Figure 7) was con-

ducted to initiate the design ideation. With the term 

"idea" referring to a core thought that might be visual, 

physical, or abstract, design ideation may be character-

ized as the process of producing and exchanging ideas. 

Sketching, which has long been recognized as a crucial 

conceptual tool in this process, may help to fully com-

prehend the visual structure and composition of form de-

sign, as well as how form aesthetics operate and how 

form ingredients are organized. Components made from 

design requirements were utilized to visualize various 

stages of the ergonomic seating supporter development. 

 
Figure 7. Design ideation process. 

3.2 Phase 3: Model making process. 

As illustrated in Figure 8, using the Autodesk In-

ventor 3D Design software, the result of the sketching 

process was transformed into a three-dimensional (3D) 

design. Over time, 3D modelling design software has 

demonstrated its ability to speed up the design process, 

especially in terms of effectiveness, job quality, and the 

final product. A realistic enhancement was made to the 
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design's size and visual qualities (Mohamed Kamil & 

Abdullah Sani, 2020; Zhuopeng et al., 2023). The 3D 

design outcome makes it simpler to comprehend all as-

pects of the ergonomic sitting supporter design, includ-

ing features, colors, and product measurements. 

 
Figure 8. Three-dimensional (3D) design development. 

In this phase, the engineering aspect of the EESF is 

utilized during the model-making process to construct 

design solutions capable of tackling the challenges pre-

sented by scoliosis. This involves a comprehensive con-

sideration of the structural elements and material prop-

erties inherent in seating supporters. The envisioned de-

sign outcome aims to furnish substantial support, ensur-

ing comfort, and facilitating the promotion of correct 

spinal alignment. The model-making process was initi-

ated after the completion of 3D development. In this 

process, the research team can ensure that a concept is 

viable by creating a model to show how the real product 

would look. This required using a 3D printer called an 

Ender using the created 3D files. Throughout the proce-

dure, the Ender 3D printer's Polylactic Acid (PLA) fila-

ment spool was inserted and fuelled directly into the 

head for extrusion to the printer's nozzle (see Figure 9). 

The motor then enables the filament to melt and pushes 

it through the 0.4mm printer nozzle after bringing it to 

the necessary temperature (approximately 200–210 °C). 

The extrusion nozzle moves in accordance with the 

mapped coordinates, causing the blackened material to 

harden on the plate. 

 
Figure 9. 3D printing process and the printed outcome.  

Then, a metal structure was fabricated, the spinal 

support adjuster was installed, and memory foam uphol-

stery was completed (see Figure 10 and Figure 11). The 

technical elements of the model were continuously in-

vestigated throughout the process to be certain that all 

flaws in the design were corrected. The limitations of the 

ergonomic seating supporter and what actual users 

would behave, believe, and perceive when using the fi-

nal design were preliminarily identified during this stage. 

 
Figure 10. The fabrication of metal structure, and the installation 

of the spinal support adjuster. 

 
Figure 11. The installation of memory foam upholstery. 

After the serial iteration processes, which involve 

numerous adjustments to match the appropriate comfort, 

the final semi-working model is finished (see Figure 12). 

The aesthetic characteristics that distinguish the current 

ergonomic chair design trend including the practical is-

sues underlining how possible users would act, think, 
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and feel when handling the final product are among the 

most significant qualities of the semi-working model. 

 
Figure 12. The final semi-working prototype. 

4. Discussion 

In this study, the EESF was utilized to incorporate 

the five sets of ergonomics science elements, including 

physiology, psychology, physics, anatomy, and engi-

neering, which are crucial in addressing the specific re-

quirements of scoliosis patients. The integration of 

EESF served as a design model that guided the research 

process through conducting a semi-structured interview 

study with rehabilitation experts, physiotherapy experts, 

and scoliosis patients. The interview data were analyzed 

using a three-step coding process, including open coding, 

axial coding, and selective coding. Open coding in-

volves creating descriptive labels or speech analysis fea-

tures to categorize the interview data. Axial coding was 

then used to create more abstract conceptual categories 

based on the open codes. Finally, selective coding in-

volved sorting and relabeling the coded data to identify 

the design needs and solution components. Through the 

coding analysis of the interview data, it was found that 

extended periods of sitting can have an adverse effect on 

the comfort, posture, and overall well-being of scoliosis 

patients. Especially in an office environment, patients 

spend roughly 8 hours a day. The design of ergonomic 

seating should be modular and compatible with standard 

office chair designs to ensure that the ergonomic seating 

can seamlessly integrate into typical office environ-

ments without the need for significant changes or adap-

tations. Patients should be able to integrate their stand-

ard office chairs with these ergonomic alternatives eas-

ily. Hence, a modular seating design for office use is 

suggested as part of the solution component. In addition, 

the interview data also underscores the importance of 

the aesthetic component in the design of ergonomic seat-

ing supporters, particularly for patients with scoliosis. 

The data outcome suggests that many existing ergo-

nomic seating options on the market are poorly designed 

and may give off an impression of being unattractive or 

unappealing, which can negatively impact the confi-

dence of scoliosis patients. According to the interview, 

unattractive or poorly designed seating options make pa-

tients feel self-conscious about their health issues. Par-

ticularly for individuals with visible conditions like sco-

liosis, the seating may draw attention to their condition 

in an unflattering way. The aesthetic component of er-

gonomic design should play a role in regaining the con-

fidence of patients. The visual appeal of the seating is 

not just about aesthetics for the sake of it; rather, it is a 

means to enhance the psychological well-being of pa-

tients. Therefore, a visually aesthetic design is suggested 

as a solution component as well. Furthermore, the out-

come of the interview data also highlights the im-

portance of flexibility and adjustability in the design of 

ergonomic seating, particularly for scoliosis patients 

with unique spinal issues and varying degrees of curva-

ture. Since each patient's spinal condition is unique, the 

ergonomic seating should be adaptable to accommodate 

these conditions, especially during extended periods of 

sitting. An adjustable support allows scoliosis patients 

to personalize their seating experience. They can fine-

tune the chair to align with their unique spinal curvature, 

providing optimal comfort and support. In detail, the 

ability to adjust the seating promotes better posture and 

spinal alignment, reducing the risk of discomfort and 

pain associated with prolonged sitting. It can also help 

alleviate pressure points and distribute body weight 

more evenly. Due to that, adjustable support is also sug-

gested as a component of the solution. Overall, the re-

search process involved assessing the design needs for 

the ergonomic seating support through interviews and 

coding analysis, guided by the EESF. This procedure 

provided valuable insights into the requirements of sco-

liosis patients, which informed the subsequent design 

and development phases of the study. 

Once the description of the design need was ob-

tained, the generation of design ideations for the 
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ergonomic seating support was conducted. The process 

involved transforming the design criteria derived from 

the interview analysis into tangible design concepts. To 

initiate the design ideation process, a sketching activity 

was employed, allowing for the visualization of form, 

structure, aesthetics, and composition of the intended er-

gonomic seating support. The sketch development was 

based on the design criteria and aimed to explore various 

possibilities and variations for ergonomic seating sup-

port. This involved the variations of gestalt form of the 

intended ergonomic seating support, variations of the 

adjustable support mechanism, and variations color of 

memory foam upholstery. The output of the sketching 

activity was then translated into 3D designs using Auto-

desk Inventor 3D Design software. It enables our re-

search team to construct a more realistic representation 

of the gestalt form of intended ergonomic seating sup-

port, adjustable support mechanism, and color variations 

of memory foam upholster. This process facilitates a 

better understanding of its dimensions, features, colors, 

and overall aesthetics of the product. In addition, the 3D 

design process also enables our research team to contin-

uously refine and iterate the design ideations to ensure 

they meet the specific requirements of scoliosis patients. 

Feedback and input from the research team, experts, and 

potential users of the ergonomic seating support were 

incorporated into the iterative process. Overall, the pro-

cess of generating design ideations was crucial in ex-

ploring different design possibilities and refining the 

concepts for ergonomic seating support. 

Once the outcome of generating design ideations 

was obtained, the model-making process was conducted 

to create a physical representation of the ergonomic 

seating support design. This enables our research team 

to ensure the viability of the design concept and provide 

a tangible visualization of how the final product would 

look. The model-making process involved the use of an 

Ender 3D printer and Polylactic Acid (PLA) filament. 

Our research team utilized the generated 3D files to 

guide the printing process. During the printing process, 

the PLA filament was inserted into the 3D printer and 

fed into the extrusion head assembly, where it was 

melted and pushed through the printer nozzle. The ex-

trusion nozzle followed the designated coordinates, al-

lowing the material to solidify and form the desired 

shape on the printing plate. After the 3D printing process, 

a metal structure was fabricated, and the spinal support 

adjuster was installed. Additionally, memory foam up-

holstery was completed to enhance the comfort of the 

seating support. Throughout the model-making process, 

continuous investigations of the technical features of the 

model were conducted to address any design issues. The 

iterative nature of the model-making process allowed for 

adjustments and refinements to be made based on the 

feedback received and the identified limitations of the 

ergonomic seating support. This iterative approach en-

sured that the final model met the necessary comfort and 

functional requirements for potential users. The final 

semi-working model was achieved after several itera-

tions, incorporating alterations to optimize user comfort. 

The model showcased the visual aspects that distin-

guished the ergonomic seating support design and 

demonstrated how potential users would interact with 

the product. Overall, the model making process played 

a crucial role in validating the design concept and refin-

ing the ergonomic seating support for scoliosis pa-

tients.  It provided valuable insights into the technical 

feasibility and user experience of the design, paving the 

way for further improvements and the eventual develop-

ment of a functional and effective product. 

 
Figure 13. The panel design. 

5. Conclusion 

This research has successfully developed Scoolis, an 

ergonomic seating support as its design proposal to provide 

sitting comfort by reducing spinal dullness, and stress due 
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to prolonged sitting among scoliosis patients. In accordance 

with the EESF, the five sets of ergonomics science elements 

(physiology, psychology, physics, anatomy, and engineer-

ing) were investigated through interview sessions with a re-

habilitation expert, a physiotherapy expert, and three scoli-

osis patients. The results of the interview study provided 

three descriptions of design requirements, each of which 

covered components of ergonomics science. Before the 

three descriptions of design criteria (modularity, emotional 

element, and adjustable spinal support) were successfully 

attained, the solution components to match the descriptions 

of design needs were derived. Through the design process, 

sketching and 3D modeling techniques are employed to ex-

plore various possibilities and refine the Scoolis design con-

cepts. The process highlights the importance of visualiza-

tion and conceptualization in the design process. Followed 

by model making process, the physical representation of 

Scoolis was created using 3D printing technology, metal 

structure, and memory foam upholstery. The iterative nature 

of this process allows for continuous refinement and im-

provement of the design, taking into account technical fea-

tures. The final semi-working model of Scoolis demon-

strates the visual aspects and functional considerations of 

the design, providing valuable insights into user behavior 

and comfort. In the future, Scoolis might be enhanced and 

manufactured in huge volumes. Implementing the sug-

gested design criteria will help with this. More crucially, the 

suggested design would enable us to promote the develop-

ment for health and wellbeing. The drawback of this study 

is that more user testing and product performance assess-

ment will soon be required to fully assess the applicability 

of the recommended ergonomic seating support. 
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Abstract 

In the contemporary digital realm, the utilization of online services has surged, facilitated by the seamless integration 

of deep learning technology, which is paramount in applications demanding precision and efficiency. A pivotal use 

case in this context is online handwritten signature verification, where the need for exceptional accuracy is indisputa-

ble. This paper introduces 'Signa-Deep,' an innovative approach designed to address the challenge of online signature 

verification and the determination of an individual's authorization status. The study explores a range of methodologies, 

including Convolutional Neural Networks (CNN), Long Short-Term Memory (LSTM), GoogleNet, and MobileNet, 

to discern the authenticity of signatures and affirm the identity of the signatory. The results of our proposed method 

are promising, showcasing its potential to significantly enhance the security of digital transactions and identity veri-

fication processes. In summary, 'Signa-Deep' harnesses deep learning technology to bolster the accuracy and reliability 

of online signature verification, thereby contributing to the overall robustness of digital interactions and identity val-

idation processes. 

 

Keywords: Deep Learning, Online Signature Verification, Authorization Status, Identity Authentication, Digital Trans-

actions Security 

1. Introduction 

As a biometric feature used for user identification, 

the human signature makes signature verification a 

persistent area of study. Online and offline signatures 

are the two main categories into which signatures fall. 

Signatures are widely used as a form of authentication. 

Online signatures, also called dynamic signatures, are 

digital signatures that are recorded in databases after 

being digitally taken with electronic equipment. Dy-

namic characteristics include things like the number 

and sequence of strokes, the speed at which the signa-

ture is made, and the pressure distribution at different 

points, which make the signature difficult to copy and 

distinctly unique. After the signature is preprocessed, 

certain attributes are taken out. User enrollment in an 

online signature verification system begins with the 

submission of reference signatures or samples of sig-

natures. Following that, if a user signs a document 

(called a test signature) to prove who they are, the test 

signature is compared to the reference signatures 

linked to that person. The user's request is rejected if 

the discrepancy is more than a set quantity. Offline sig-

natures, also known as static signatures, originate as 

ink-on-paper signatures, which are subsequently pre-

served by scanning to create a digital copy. In practice, 

it is essential to verify the authenticity of both online 

and offline signatures. Nevertheless, verifying offline 

mailto:chrk5814@gmail.com
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signatures poses a greater challenge since, unlike their 

online counterparts, they lack dynamic data (N. Abbas 

et 2012 & Neha et. 2022 ). 

Numerous sectors, including banks, official doc-

uments, and receipts, rely on online signatures to en-

hance security and establish the identity of the respec-

tive individuals. Although each person possesses a 

unique signature, the challenge lies in consistently re-

producing the same signature. The primary objective 

of signature verification is to reduce intra-individual 

variations. Online signature verification constitutes 

the process of confirming the author's identity through 

a signature verification system (O.Shapran & M. C. 

Fairhurst 2009 ). This system can serve as a security 

measure, facilitating verification for purposes such as 

access control and password replacement. Utilizing 

signature verification enables organizations to validate 

the legitimacy of customer signatures ( Y. Ren et 2020.) 

Signature verification is a method employed by 

banks, intelligence agencies, and prestigious organiza-

tions to authenticate an individual's identity. This tech-

nique is frequently utilized for comparing signatures 

within bank offices and other branch capture processes. 

Online signature verification utilizes signatures rec-

orded using pressure-sensitive tablets, which capture 

not only the signature's shape but also its dynamic 

properties (C. Y. Low et 2007). 

During the verification process, various distance 

measures are produced by comparing the test signature 

to every signature in the reference set. Consequently, 

a methodology for combining these distance values 

into a single metric that represents the difference be-

tween the test signature and the reference set must be 

implemented. After that, a predetermined threshold is 

compared to this statistic to make a decision. One can 

determine the single dissimilarity value by taking the 

average, maximum, or minimum of all the distance 

measurements. A verification system usually selects 

one of these measures and ignores the others. 

Determining if a handwritten signature is real or 

fake is part of the online handwritten signature verifi-

cation process. It is possible to fake signatures, and 

these fakes fall into five different categories: self-for-

gery, random, skilful, basic, and fluent. 

 

a) Random forgery: Generated without any 

prior knowledge of the signature, its shape, or 

the signer's identity. 

b) Simple forgery: Produced with only 

knowledge of the signer's name, lacking any 

reference to the signer's signature style. 

c) Skilled forgery: Crafted by observing an au-

thentic signature sample and endeavoring to 

replicate it as faithfully as possible. This type 

of forgery involves having access to a sample 

of the signature to be duplicated. The quality 

of a skilled forgery relies on factors such as 

the forger's practice, their skill level, and their 

meticulous attention to detail in mimicking 

the original signature. A skilled forgery 

closely resembles a genuine signature. 

d) Fluent forgery: The forger aims to imitate the 

motion of the signature, often resulting in 

rapid scribbling that overlooks design ele-

ments such as the shape of letters. 

e) Self-forgery: A specific type of forgery in 

which an individual forges their signature in-

tending to deny it at a later stage." 

The complexity of the signature verification task 

increases notably when transitioning from simple to 

skilled forgery. Consequently, crafting an effective 

signature verification system poses a significant and 

critical challenge (Chang et.2023). 

The vital and complex field of signature verifica-

tion, which is essential for user identification using the 

biometric characteristic of a human signature, is the 

subject of this study. Differentiating between offline 

and online signatures, the study emphasizes how 

online signatures are more dynamic and difficult to du-

plicate. Reference signatures are submitted as part of 

the registration procedure, and these signatures serve 

as the foundation for identity verification utilizing 

comparison with test signatures that are later submit-

ted. Because they are not dynamic, offline signatures 

which started as ink on paper and were subsequently 

digitized present a unique set of challenges. Despite 

these difficulties, online and offline signatures are es-

sential for improving security and verifying personal 

identity in a variety of industries, such as banking, in-

telligence services, and elite institutions. The main ob-

jective of the work is to tackle the crucial problem of 

intra-individual differences in signatures, which is 

necessary for the creation of efficient signature verifi-

cation systems with security, access control, and 
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password replacement applications in mind. 

Additionally, the study explores how difficult it is 

to verify the veracity of handwritten signatures, classi-

fying fakes into various categories. Verifying a signa-

ture becomes more difficult when moving from simple 

to professional forgeries. This investigation clarifies 

the constantly changing field of biometric authentica-

tion and offers insightful information about the endur-

ing difficulties encountered by industries that depend 

on signature validation for identity authentication. The 

study's importance originates from its thorough exam-

ination of signature verification, which provides a so-

phisticated grasp of the complexities involved and ad-

vances the development of efficient identification val-

idation systems. 

1.2 Major Contributions of the Study 

a) Static vs. Dynamic Signatures: The study 

highlights the difficulties in validating static 

signatures in the absence of dynamic data and 

elucidates the distinctions between dynamic 

(online) and static (offline) signatures. 

b) Applications and Difficulties by Sector: It 

highlights how commonplace online signa-

tures are in industries like banking and docu-

ments, but it also notes how hard it is to relia-

bly replicate original signatures, particularly 

when offline verification is involved. 

c) Minimizing Intra-Individual Variation: 

The study acknowledges that the primary ob-

jective of signature verification is to minimize 

variances within a single signature. This 

knowledge is essential for creating secure, ac-

cess-control, and password-replacement sys-

tems that work. 

d) Forgery Categories and Complex-

ity: The study clearly illustrates the complexity 

involved, especially when dealing with sophisti-

cated forgeries, by classifying signature forger-

ies into five categories. 

Crafting an effective system to address the com-

plexity of skilled forgeries entails recognizing the sub-

stantial challenge inherent in developing signature 

verification systems capable of discerning sophisti-

cated attempts to replicate genuine signatures. This un-

derstanding serves as the cornerstone for the advance-

ment of future biometric authentication systems. 

The subsequent sections of this article are struc-

tured as outlined below: In Section II, prior research in 

signature verification through deep learning is out-

lined. Section III provides comprehensive insights into 

our proposed algorithms: CNN, LSTM, GoogleNet, 

and MobileNet. Section IV presents a comparative 

analysis of the algorithms, focusing on accuracy scores. 

Finally, in Section V, we draw our ultimate conclu-

sions. 

2. Related Work 

(Ata Larijani et.al) the authors address the critical 

issue of safeguarding data collected by smart meters to 

protect consumer privacy. Emphasizing the potential 

threats posed by data disclosure, the paper focuses on 

developing a platform for dynamic pricing to enhance 

the efficiency of electricity facilities. Unlike previous 

research, this study prioritizes user authentication, 

aiming to provide an efficient and comprehensive pri-

vacy-preserving solution for smart electricity net-

works. The proposed method, involving mutual au-

thentication and key agreement between entities, sig-

nificantly reduces computational complexity and com-

munication overhead while maintaining resistance to 

various attacks. 

(Ata Larijani et.al 2024) present an in-depth ex-

ploration of an enhanced intrusion detection method 

for multiclass classification. The paper introduces a 

novel approach employing the modified teaching–

learning-based optimization (MTLBO) and modified 

JAYA (MJAYA) algorithms in conjunction with a 

support vector machine (SVM). MTLBO aids in fea-

ture subset selection, optimizing feature subsets for 

improved intrusion detection accuracy. The study 

demonstrates the effectiveness of the proposed 

MTLBO-MJAYA-SVM algorithm, surpassing the 

performance of original TLBO and JAYA algorithms 

on a well-established intrusion detection dataset. This 

research contributes to advancing optimization tech-

niques in the domain of intrusion detection systems. 

(R. Choupanzadeh et al 2023) focus centers on 

the development of a deep neural network (DNN) 

modeling methodology to predict radiated emissions 

from a shielding enclosure. The authors investigate the 

impact of aperture attributes, such as shape, size, pitch, 

and quantity, on the radar cross section (RCS) of a 3D 

enclosure resembling a desktop PC. The study em-

ploys the modified equivalent current approximation 
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(MECA) method to generate training data for machine 

learning, comparing its validity against analytical 

methods and a commercial field-solver. Through an 

exploration of various DNN models, the authors iden-

tify optimal configurations based on accuracy, compu-

tation time, and memory usage. The results demon-

strate strong agreement between MECA and DNN pre-

dictions for previously unseen cases, highlighting the 

potential of this approach for efficient electromagnetic 

compatibility (EMC) assessment in electronic devices. 

(Raveen Wijewickrama et.al 2023) address 

emerging security concerns associated with the inte-

gration of sensors in headphones. Traditional audio 

playback devices, now equipped with high-definition 

microphones and accelerometers, may inadvertently 

pose eavesdropping vulnerabilities. This work intro-

duces OverHear, a framework leveraging acoustic and 

accelerometer data to infer keystrokes, emphasizing 

clustering by hand position and individual keystroke 

distinction through Mel Frequency Cepstral Coeffi-

cients (MFCC) analysis. Machine learning models and 

dictionary-based word prediction refine the results. 

Experimental tests demonstrate top-tier accuracy, 

around 80% for mechanical and 60% for membrane 

keyboards, with over 70% accuracy in top-100-word 

predictions across all keyboard types. The study high-

lights both the effectiveness and limitations of the pro-

posed approach in real-world scenarios. 

Kamran et.al addresses the critical role of short-

term load forecasts (STLF) in power system operation 

and planning. Their proposed hybrid method combines 

artificial neural network (ANN) and artificial bee col-

ony (ABC) algorithms, utilizing ABC to optimize 

ANN's learning procedure. Incorporating new load 

modeling based on historical and weather data, the 

method considers bad data elimination and calendar 

effects, enhancing STLF accuracy. Verified by fore-

casting Bushehr province demand, the results demon-

strate significant improvements, underscoring the effi-

cacy of the proposed hybrid approach in STLF preci-

sion enhancement. 

(J. Vajpai et al. 2013) introduce an innovative ap-

proach to dynamic signature verification for safe-

guarding classified online information. Given the ac-

cessibility of sensitive data on e-commerce websites, 

the authors advocate a method that combines a pass-

word or PIN with a digital signature to ensure user au-

thentication.( H. Shekar et al. 2011) introduce a robust 

online signature verification model that operates in 

stages. During the initial stage, signature prepro-

cessing is carried out, followed by the construction of 

an Eigen signature from the preprocessed signature 

data. This model has been applied to offline Kannada 

signatures. 

According to (D. Falahati et al. 2011), signature 

verification holds significant importance in financial 

management. The authors have introduced an ap-

proach that utilizes Discrete Time Warping for signa-

ture matching. As per the research conducted by (M. 

Fayyaz et al. 2015), feature extraction and feature se-

lection are pivotal elements in the field of signature 

verification. The author introduces a novel approach 

centred on feature learning through a sparse autoen-

coder. These learned features serve as representations 

for user signatures. The study leverages the SVC2004 

signature database for verification, which includes 

both authentic and forged signatures, enabling robust 

training and testing to enhance the model's accuracy. 

(R. C. Sonawane et al. 2012), delineated the diverse 

attributes of a dynamic signature captured using a dig-

ital tablet and a dedicated pen linked to the computer's 

USB port. The authors examined both spatial and tem-

poral characteristics to authenticate legitimate signa-

tures. 

3. Methodology 

3.1 Data collection and preprocessing 

We present an extended overview of the method-

ological framework employed in our study. 

a) Dataset Description: The real-time dataset 

used in our experiment encompasses a total of 

1,000 signatures collected from 500 distinct 

participants. This dataset is evenly divided, 

consisting of 500 real signatures and 500 fake 

signatures. To ensure a robust evaluation, we 

implemented an 80-20 data split strategy. This 

involved allocating 80% of the dataset for the 

training phase, allowing the model to learn 

from the majority of the data, while the re-

maining 20% was earmarked for rigorous 

testing, ensuring a comprehensive assessment 

of the model's performance. 

b) Data Preprocessing Significance: Recogniz-

ing the paramount importance of data prepa-

ration in guaranteeing the dependability and 
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efficiency of deep learning models, our meth-

odology places a strong emphasis on this crit-

ical stage. The primary goal of data prepro-

cessing is to transform raw, unprocessed data 

into a format conducive to the utilization of 

deep learning models. Particular attention is 

given to noise reduction, a key component in 

preparing signature images. During the data 

collection phase, inadvertent noise artifacts 

may find their way into signature scans, and 

meticulous treatment of these artifacts is un-

dertaken to enhance the accuracy and resili-

ence of the model. 

c) Deep Learning Algorithm and Feature Ex-

traction: Following data preprocessing, our 

study employs a deep learning algorithm to 

extract intricate features from the signatures. 

This process plays a pivotal role in assessing 

the authenticity of signatures, focusing on the 

model's ability to distinguish between genu-

ine and forged signatures. This task is of 

paramount importance in the domain of sig-

nature verification, contributing significantly 

to the overall success of our approach. 

d) Experimental Process: Illustrated in Figure 

1, the experimental process provides a visual 

representation of the successful application of 

our deep learning model. This showcases the 

model's capability to achieve the crucial dis-

tinction between genuine and forged signa-

tures. The demonstrated success of our ap-

proach holds promising implications for the 

enhancement of digital security and identity 

verification processes. 

 

In conclusion, the extended methodology not 

only addresses the reviewer's valuable comments but 

also provides a more detailed and comprehensive in-

sight into the robustness of our experimental frame-

work. We believe that these refinements contribute 

significantly to the transparency, reproducibility, and 

overall quality of our study

 

 
Figure 1. Architecture of Signature verification 

3.2 Models 

We employed four distinct models on the signa-

ture dataset for comparative analysis. Subsequently, 

the best-performing model was employed for real-time 

signature verification. The models employed include 

CNN, LSTM, GoogleNet, and MobileNet. 

3.2.1 CNN 

A Convolutional Neural Network (CNN) is a 

deep learning algorithm employed with image datasets 

for tasks such as classification, verification, recogni-

tion, or detection (K. Anatska et al. 2022 & B.H. She-

kar et al. 2022).  
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Figure 2. CNN architecture 

The CNN architecture comprises several key lay-

ers (R. C. Suganthe et al. 2022) as shown in Figure 2: 

 

a) Convolutional Layer: This layer operates on 

the input image to extract meaningful features. 

b) Pooling Layer: Responsible for downsam-

pling the image, common pooling methods in-

clude max pooling, min pooling, and average 

pooling (M. Mutlu et al. 2018). 

c) Fully Connected Layer: The final layer of 

the CNN is primarily utilized for classifica-

tion tasks. 

Additionally, activation functions like ReLU are 

applied to introduce non-linearity into the network, en-

hancing its capacity to capture complex patterns. 

3.2.2 LSTM 

LSTM, an acronym for Long Short-Term 

Memory, belongs to the category of recurrent neural 

networks (RNNs). LSTM networks have been de-

signed to overcome the limitations inherent in tradi-

tional RNNs (J. Vajpai et.2013). They prove highly ef-

fective in addressing tasks involving sequential data, 

such as speech recognition, analysis of time series data, 

and more. The LSTM model is depicted in Figure. 

 

 
Figure 3. LSTM architecture 

a) The principal components within LSTM ar-

chitecture encompass: 

1. Memory Cells: These specialized units serve 

the critical role of storing information across extended 

sequences, making them indispensable when dealing 

with long-term dependencies. 

2. Gates: LSTM incorporates distinct gates, in-

cluding the input gate, forget gate, and output gate. 

These gate mechanisms control the flow of infor-

mation in and out of the memory cell, enabling the se-

lective retention, removal, or access to information. 
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   - Input Gate: Regulates the input information 

that gets stored within the memory cell. 

   - Forget Gate: Determines the relevance of in-

formation and facilitates its removal from the memory 

cell. 

   - Output Gate: Dictates which information 

should be read from the memory cell to generate the 

final output. 

3. Cell State: LSTM networks maintain a cell 

state, effectively functioning as a conduit for 

information transfer across various time steps, adher-

ing to the specific requirements of the task at hand. 

3.2.3 Google Net  

GoogleNet also referred to as Inception-v1, was 

developed by Google's research team and is primarily 

employed for tasks related to image classification. The 

inception module of GoogleNet is shown in Fig4.

 

 
Figure 4. Inception module of GoogleNet 

b) Key elements within the GoogleNet architec-

ture include: 

1. Inception Module: The hallmark of Goog-

leNet, the inception module, incorporates 

multiple filters of varying kernel sizes within 

the same layer. This design facilitates the sim-

ultaneous extraction of features at diverse 

scales, leading to enhanced model perfor-

mance. The inception module features paral-

lel paths and pooling layers for dimensional-

ity reduction. 

2. Global Average Pooling: GoogleNet adopts 

global average pooling as an approach to re-

duce the spatial dimensions of feature maps, 

aiding in the generation of predictions. This 

technique helps mitigate the risk of overfitting. 

3. Auxiliary Classifiers: In GoogleNet, auxil-

iary classifiers are strategically placed at in-

termediate layers of the network. These auxil-

iary classifiers provide additional supervision 

during the training process, serving as a 

countermeasure against the vanishing gradi-

ent problem. 

GoogleNet stands as a significant achievement in 

deep learning (B. H. Shekar et.2011), showcasing the 

potential for deep neural networks to achieve both high 

accuracy and computational efficiency. Its architec-

tural innovations have influenced subsequent models 

and found applications in various computer vision 

tasks, including image classification and object detec-

tion. 

3.2.4 MobileNet 

"Developed by Google researchers, MobileNet is 

specifically tailored for mobile and embedded devices, 

demonstrating remarkable efficiency in image classi-

fication and object detection tasks, all the while con-

serving memory and computational resources (D.Fala-

hati et al. 2011). 

a) MobileNet encompasses the following com-

ponents as depicted in Figure.5: 
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1. Depth-wise Separable Convolution: Mo-

bileNet employs depth-wise separable convo-

lutions, which segregate spatial and depth-

wise convolutions. This approach substan-

tially diminishes both the parameter count and 

computational load. 

2. Point-wise convolution often referred to as 

1x1 Convolution, utilizes a compact kernel 

size to conduct convolution on the input data. 

This operation spans all channels and consol-

idates information from various channels at 

each spatial position. It plays a crucial role in 

adjusting the model's width, influencing its 

computational intensity. Typically, it is em-

ployed in conjunction with depth-wise 

convolution to enhance the efficacy of feature 

capture. 

3. Width Multiplier (Alpha): Among the hy-

perparameters available, the width multiplier 

denoted as 'alpha' allows precise control over 

the number of channels in each layer. This 

strategic adjustment enhances model com-

pactness. 

4. Resolution Multiplier (Rho): Another valu-

able hyperparameter, the resolution multiplier 

('rho'), empowers users to downscale the input 

image resolution. This, in turn, leads to reduc-

tions in both memory consumption and com-

putational demands. 

 
Figure 5. Architecture of MobileNet 

4. Results 

In this paper, we have also developed a dashboard 

capable of receiving signature images as input and 

providing feedback on their authenticity as illustrated 

in Figure 6. We employed four distinct algorithms to 

assess their performance in distinguishing between 

genuine and forged signatures. The evaluation was 

conducted on a consistent dataset, allocating 80% for 

training and 20% for testing. 

 

 
Figure 6. Dashboard showing signature is forged 
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Table 1. Results summary table 

S.No Algorithm Accuracy (%) 

1 CNN 98 

2 MobileNet 93 

3 LSTM 50 

4 
GoogleNet 50 

The findings of our study are now presented in a 

clear and organized manner, including accuracy scores 

and relevant performance metrics. Table 1 serves as a 

results summary, outlining the accuracy percentages 

achieved by four distinct algorithms in distinguishing 

between genuine and forged signatures during both the 

training and testing phases. 

During the training phase, CNN emerged as the 

standout performer, achieving an impressive accuracy 

rate of 98%. This exceptional performance under-

scores the robustness of the Convolutional Neural Net-

work in the context of signature verification. Mo-

bileNet also exhibited noteworthy accuracy at 93%, 

showcasing its potential for reliable results in both 

phases. In contrast, LSTM and GoogleNet both dis-

played similar accuracy levels of 50% during the train-

ing phase, suggesting that they might require further 

refinement to match the performance of CNN and Mo-

bileNet. 

The consistency of these results between the 

training and testing phases is remarkable. CNN and 

MobileNet maintained their high accuracy levels, re-

inforcing their reliability in both phases. Meanwhile, 

LSTM and GoogleNet, while not as accurate as CNN 

and MobileNet, demonstrated stable performance 

across the different data subsets. These findings high-

light CNN's superiority in signature verification and its 

potential to enhance the security of digital transactions 

and identity verification processes. 

Figure 8 has been incorporated to enhance the 

understanding and comparison of the results. This ac-

curacy comparison chart visually illustrates the perfor-

mance of CNN, LSTM, GoogleNet, and MobileNet al-

gorithms. The graphical representation provides a con-

cise overview of the relative accuracies of these mod-

els. 

 

Figure 8. An accuracy comparison chart of CNN, LSTM, GoogleNet, and MobileNet algorithms 
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5. Conclusion and future scope 

This work explores the field of signature verifica-

tion for behavioral authentication, which is a commonly 

used technique for user authentication. Utilizing a real-

time dataset including 500 unique users and equal distri-

bution of 500 authentic and 500 fraudulent signatures, 

we conducted a detailed examination of four distinct al-

gorithms – CNN, LSTM, GoogleNet, and MobileNet. 

With an astounding accuracy of 98%, CNN stood out as 

a particularly strong performer, demonstrating its resili-

ence in signature verification. Additionally, MobileNet 

showed dependability with a respectable 93% accuracy 

rate. By comparison, the accuracy rates of LSTM and 

GoogleNet were 50%, suggesting areas that could bene-

fit from further development. The study also presents an 

easy-to-use dashboard that is intended to facilitate effec-

tive signature verification, offering a useful instrument 

for identity authentication procedures. 

Future scope: To improve identity authentication 

systems, this research will broaden the incorporation of 

biometric elements like fingerprint or face recognition. 

The goal of additional research and architecture optimi-

zation for GoogleNet and LSTM is to improve overall 

performance and accuracy. The emergence of real-time 

online signature verification capabilities creates oppor-

tunities for instantaneous authentication in digital trans-

actions, necessitating additional research into these 

models' computing efficiency. Future research endeav-

ors will further enhance and modify signature verifica-

tion methods in response to technological advancements, 

guaranteeing improved precision, safety, and usability 

in the ever-changing identity authentication field. 
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Abstract 

This research introduces an innovative zero-waste toilet, a sensor-operated urine-diverting system designed to over-

come limitations in current sanitation methods. The toilet directly converts human feces into organic fertilizer while 

segregating urine from solid waste. Its walls are constructed using repurposed plastic PET bottles filled with local soil, 

enhancing strength and durability through steel wire interconnection and cement plaster reinforcement. Touchless 

sensors facilitate automatic flushing upon user entry and after a predetermined duration, with a gesture sensor for post-

use cleaning. A front-mounted urine basin ensures proper waste separation. Feces are directed to a specialized tank 

via a trap system, while urine is directed to the sewer line. The tank features two meshes for effective filtration. Solar 

energy and sensors power the process, enabling atomization for efficient fertilizer production, followed by composting 

in a blending tank. The zero-waste toilet offers a key advantage: fertilizer production without manual waste handling, 

aligning with scavenger act regulations. It minimizes waste generation, conserves water, and enhances sanitation. 

Repurposed plastic bottles reduce plastic pollution, and the system is comfortable, durable, and resource-efficient. 

Challenges include specialized expertise, initial costs, and user adaptation to automated systems. Further research is 

needed to optimize fertilizer production from waste compost. Nonetheless, the zero-waste toilet holds promise for 

sustainable sanitation, improved hygiene, and resource conservation. 

Keywords: zero-waste toilet, urine diverting toilet, organic fertilizer, sensor-operated, sustainable sanitation, PET 

bottles, water conservation, waste management, hygiene, resource utilization, composting. 

1. Introduction 

Currently, a global sanitation crisis persists, with 

staggering numbers highlighting the magnitude of the 

issue. Approximately one billion individuals resort to 

open defecation, while a staggering 2.5 billion people 

lack access to even the most basic sanitation facilities. 

In 2012 alone, it is estimated that 1.5 million lives 

were claimed by diarrheal diseases resulting from poor 

sanitation (Garcia-Fine, 2015). Diarrhea, one of the 

world's most prevalent diseases, is primarily caused by 

inadequate sanitation and accounts for over 846,000 

deaths each year. Although progress has been made in 

providing improved sanitation facilities to a growing 

portion of the global population, extending access to 

better sanitation remains challenging for the 2.3 billion 

individuals residing in rural areas (Ignacio et al., 2018). 

The dire state of sanitation in rural communities 

of India often goes unnoticed by urban residents. 

Alarmingly, out of the planet's 1.3 billion inhabitants, 

nearly 800 million lack access to toilet facilities. Open 

defecation continues to be a pressing issue associated 

with poor sanitation and inadequate toilet infrastruc-

ture. Diseases like cholera, diarrhea, and E. coli infec-

tions are transmitted through water contamination 

caused by open defecation. To address this pressing 

concern and achieve comprehensive sanitation nation-

wide, innovative approaches and strategies are imper-

ative. Access to sanitary facilities should be a univer-

sal right, accessible in all regions of the country. It is 

mailto:patilabhijeet275@gmail.com


DOI: 10.6977/IJoSI.202406_8(2).0006 

P. Abhijeet, S. Sanjeev, et al./Int. J. Systematic Innovation, 8(2), 70-86 (2024) 

71 

essential to raise awareness among the rural popula-

tion in India about the urgent need to improve their 

physical well-being. Expanding sanitation coverage to 

unprecedented levels within this population is crucial 

to realizing this vision (Shah et al., 2020). 

Discharging excrement or fecal matter through 

sewer lines into rivers and lakes poses a significant 

threat to water supplies and human life. However, fe-

cal waste contains valuable nutrients that can enhance 

soil fertility. Instead of polluting water bodies, it 

makes more sense to utilize fecal matter to enrich the 

soil and harness its nutrient content. This project pro-

poses a novel sanitation technique that minimizes hu-

man involvement while upholding established sanita-

tion standards. 

Ensuring hygienic conditions after toilet usage is 

of utmost importance. Introducing sensors into the 

project plays a pivotal role in maintaining cleanliness. 

Restroom sensors are employed to automate toilet 

flushing and fragrance spraying. To address the issue 

of misuse of flushing systems by toilet users, sensors 

are incorporated to maintain consistent automated 

flushing, effectively cleaning the toilets. Additionally, 

sensors are employed for regular fragrance sprays, en-

suring a pleasant smell in the facilities and mitigating 

any unpleasant odors caused by improper flushing 

practices. 

The inclusion of PET (Polyethylene Tereph-

thalate) bottles in this project represents a significant 

step towards environmental protection and the devel-

opment of eco-friendly toilets. With the increasing 

population, PET bottle production has surged, but in-

adequate disposal practices have resulted in their 

widespread presence, littering the environment. When 

these bottles mix with the soil, they adversely affect 

soil fertility as they take around 450 years to decom-

pose. Furthermore, plastic waste, including PET bot-

tles, has become a pervasive problem in water bodies, 

causing harm to aquatic life and contributing to the 

deaths of over 1.1 million seabirds and other animals 

annually. By utilizing PET bottles, this project con-

tributes to the preservation of nature. 

Compared to other household tasks, toilet usage 

consumes significantly less electricity. A sustainable 

alternative to relying on generated electricity is har-

nessing solar energy. Solar power can generate ample 

electricity to meet most electrical needs, such as 

lighting and sensor operations. Utilizing freely availa-

ble solar energy requires thoughtful consideration. So-

lar panels have been installed at top the toilet to pro-

vide the necessary electricity, effectively addressing 

the pressing issue of carbon emissions. The lighting 

system, flushing system, and odor removal system rely 

on this solar-powered sensor-based automation, which 

eliminates issues arising from user negligence and en-

sures efficient utilization of water and light while safe-

guarding the environment. 

The global sanitation crisis is an ongoing chal-

lenge that demands innovative solutions to provide 

sustainable and efficient sanitation systems for com-

munities worldwide. One such solution is the develop-

ment of zero-waste toilets, which aim to address the 

issues of poor sanitation, water contamination, and en-

vironmental degradation. This chapter introduces an 

zero-waste toilet design known as the Sensor-Oper-

ated Urine Diverting Toilet that not only promotes sus-

tainable sanitation practices but also facilitates ferti-

lizer production through the recycling of waste mate-

rials. The incorporation of sensor technology and solar 

power in this design enhances its efficiency and re-

duces the environmental impact associated with tradi-

tional sanitation methods. 

Access to proper sanitation facilities is a funda-

mental human right and a critical factor in promoting 

public health and well-being. However, the current 

global sanitation situation is alarming, with millions of 

people lacking access to safe and hygienic sanitation 

facilities (UNICEG ＆ ＷＨＯ , 2019). Inade-

quate sanitation contributes to the spread of diseases, 

particularly in low-income communities where open 

defecation is prevalent. Diarrheal diseases, for in-

stance, claim the lives of hundreds of thousands of 

people annually, mainly due to poor sanitation and 

lack of access to clean water (Prüss‐Ustün et al., 2014). 

Furthermore, the disposal of untreated human waste 

poses significant environmental risks, such as water 

pollution and soil degradation (Tilley et al., 2014). 

Zero-waste toilets offer a promising solution to 

address the challenges of traditional sanitation systems. 

These toilets integrate environmentally friendly prac-

tices, resource conservation, and waste recycling, 

making them an effective and sustainable option for 

communities in need. By implementing zero-waste 

toilets, several benefits can be achieved, including 
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improved public health, reduced water pollution, and 

the production of valuable resources, such as fertiliz-

ers (Crume, 2018). 

The incorporation of sensor technology in the 

current toilet enables automated flushing, odor control, 

and maintenance functions. Sensors detect the pres-

ence of users and initiate the flushing process, reduc-

ing water consumption and promoting water conserva-

tion (Ray, 2017). Furthermore, sensors can be used to 

monitor the cleanliness of the toilet and automatically 

dispense cleaning agents or fragrances, ensuring a hy-

gienic and pleasant environment for users (Aryza et al., 

2022). 

A key feature of the current toilet is the separation 

of urine from solid waste. Urine, rich in nitrogen, 

phosphorus, and potassium, can be collected sepa-

rately and processed into a nutrient-rich liquid ferti-

lizer through appropriate treatment methods (Simha 

and Ganesapillai, 2017). This process not only pre-

vents the contamination of water sources but also of-

fers a valuable resource for agricultural purposes, con-

tributing to sustainable farming practices (Angeletti 

and Bjørseth, 2013). 

The implementation of the current toilet brings 

numerous environmental benefits. Firstly, the diver-

sion of urine reduces the load on wastewater treatment 

systems, decreasing energy requirements and treat-

ment costs (Wilderer and Schreff, 2000). Secondly, 

the recycling of urine into fertilizer reduces the de-

mand for synthetic fertilizers, which are often pro-

duced through energy-intensive processes and contrib-

ute to greenhouse gas emissions (Cordell et al., 2009). 

Furthermore, the utilization of solar power as the pri-

mary energy source minimizes the reliance on fossil 

fuels, mitigating carbon emissions and combating cli-

mate change (Shafiee and Topal, 2009). 

The primary objective of this research is to ex-

plore the feasibility, efficiency, and effectiveness of 

the Sensor-Operated Urine Diverting Toilet as a sus-

tainable sanitation solution. Specific research objec-

tives include: 

1. Investigating the performance and functional-

ity of the toilet in terms of user satisfaction, water con-

servation, and waste management efficiency. 

2. Assessing the environmental impact of the toi-

let, including its potential for reducing water pollution, 

carbon emissions, and reliance on synthetic fertilizers. 

3. Examining the economic viability and cost-ef-

fectiveness of implementing the toilet in different con-

texts. 

4. Identifying potential barriers to adoption and 

strategies for promoting the widespread use of zero-

waste toilets in communities worldwide. 

The following are the important parameters of the 

zero-waste toilet. 

Fecal Waste: Human feces contain pathogens 

such as bacteria and viruses that can cause diseases 

(Prüss‐Ustün et al., 2014). Unfortunately, access to 

proper sanitation, especially in low-income urban ar-

eas, is severely limited. Less than 10% of urban areas 

in low-income nations have access to sewer systems, 

and a significant portion of fecal waste is left untreated, 

posing serious health risks to the public and the envi-

ronment (2019). Lack of funding, inadequate infra-

structure, and limited space contribute to the absence 

of piped networks for sewage disposal and wastewater 

management (Tilley et al., 2014). When onsite sanita-

tion facilities like pit latrines become full, fecal waste, 

known as fecal sludge, needs to be physically removed 

and transported to treatment facilities. However, there 

is potential to utilize treated fecal sludge as fertilizer 

in agriculture, improving soil health (Simha and Ga-

nesapillai, 2017). Overcoming societal prejudice and 

lack of awareness is crucial in promoting the benefi-

cial use of human waste, as it enhances soil fertility 

and reduces the negative impact of chemical fertilizers 

on soil acidification and salinization. 

PET Bottles: The production of PET (Polyeth-

ylene Terephthalate) bottles amounts to 56 million 

tons annually, with approximately 30% of the global 

demand fulfilled by bottle production, primarily for 

beverages (Crume, 2018). Unfortunately, used PET 

bottles contribute significantly to plastic pollution, 

ranking high among the plastic debris found during 

beach clean-ups. Improper disposal of plastic bottles 

can exacerbate flooding issues in developing nations 

lacking proper waste management systems (Shafiee 

and Topal, 2009). PET's durability is both a strength 

and a weakness, as it takes around 450 years to fully 

degrade, occupying valuable landfill space. This pro-

ject aims to reduce waste generated by reusing PET 

bottles and minimizing their disposal. 

Sensors: In this project, sensors play a vital role 

in maintaining hygienic conditions and optimizing 
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resource usage. Motion sensors installed in toilets de-

tect human presence and trigger automatic flushing, 

resulting in increased water efficiency and reduced 

cleaning costs. Smart toilets equipped with sensors can 

reduce water usage by up to 80% by automatically 

flushing and cleaning after each use. These sensor-

based systems not only improve cleanliness and hy-

giene but also contribute to energy efficiency and en-

vironmental sustainability through smart lighting fea-

tures (Ray, 2016). Additionally, sensors are employed 

to ensure a pleasant odor in the restroom area, with 

regular spraying to maintain a fresh and comfortable 

environment (Aryza et al., 2022). 

Nutrient Recovery: Rather than considering 

waste materials like feces and urine as pollutants, this 

project recognizes their potential as valuable resources. 

These waste materials contain essential nutrients that 

can be effectively recovered and utilized to enhance 

the agricultural sector. By combining fecal waste with 

organic waste, organic chemicals, wheat bran, and 

sawdust to reduce moisture, and utilizing a composter 

to accelerate the composting process, a finished prod-

uct can be obtained. This nutrient-rich compost can be 

used as fertilizer when exposed to a temperature of 35-

40 degrees Celsius. By utilizing this recovered nutrient 

from waste as fertilizer, farmers can reduce their reli-

ance on chemical fertilizers, which often have nega-

tive effects on human health and the environment 

(Simha and Ganesapillai, 2017). 

Societal Benefits: By efficiently utilizing waste 

discharged from toilets and recovering its nutrients for 

fertilizer production, the project promotes sustainable 

farming practices. This reduces reliance on artificial 

fertilizers and harmful chemicals, resulting in more ef-

fective and environmentally friendly fertilizers. Addi-

tionally, farmers can potentially generate income by 

selling these nutrient-rich fertilizers (Simha and Gane-

sapillai, 2017). 

The following raw materials have been used to 

manufacture Zero-waste toilet.  

Mild Steel: Mild steel is a type of carbon steel 

with low carbon content. It is popular due to its weld-

ability and machinability, making it suitable for vari-

ous applications. Mild steel is often used in the con-

struction of steel frames and in manufacturing roofing 

materials like M.S. Sheets. 

Plaster of Paris (POP): Plaster of Paris is a white 

powder that, when mixed with water, forms a solid 

mass called gypsum. It is used to improve the smooth-

ness of surfaces and is commonly used for creating 

molds and casts. In the context of the proposed toilet, 

gypsum plaster (POP) is used for finishing toilet pan 

mold. 

PVC: PVC stands for polyvinyl chloride, and it is 

a widely used polymer known for its versatility. PVC 

has many applications in various industries. It is dura-

ble and long-lasting, making it a popular choice for 

construction purposes. 

PET Bottles: PET (Polyethylene Terephthalate) 

bottles are a type of plastic bottle commonly used for 

packaging beverages and other products. However, the 

excessive use of plastic bottles has become an envi-

ronmental concern. In the context of the toilet project, 

PET bottles are reused as building material, specifi-

cally for constructing walls. These bottles, known as 

ECO-BRICKS, are eco-friendly and help reduce pol-

lution. 

Bricks: Bricks are one of the oldest and most 

common building materials. They are typically made 

from burnt clay and have properties such as durability, 

strength, and resistance to moisture and erosion. 

Bricks are used for various construction purposes, in-

cluding walls, septic tanks, foundations, and flooring. 

Cement: Cement is a binder used in construction 

to bind other materials together. It is mainly used in 

concrete and mortar. Cement is manufactured through 

a chemical process that combines calcium, silicon, alu-

minum, iron, and other ingredients. Ordinary Portland 

cement is a commonly used type of cement in con-

struction. 

Aggregate: Aggregates are natural particles ob-

tained through mining processes. They make up a sig-

nificant portion of concrete, providing bulk and com-

pressive strength. Coarse aggregates, such as gravel 

and crushed stone, are used for making concrete, while 

fine aggregates, such as sand, are used for both con-

crete and filtration purposes. 

Nylon Mesh: Nylon mesh is a type of plastic-

based fiber that is extruded into strands of various 

sizes and thicknesses. It is known for its filtration 

properties. In the context of the toilet project, 120-



DOI: 10.6977/IJoSI.202406_8(2).0006 

P. Abhijeet, S. Sanjeev, et al./Int. J. Systematic Innovation, 8(2), 70-86 (2024) 

74 

micron nylon mesh is used to separate flush water and 

feces and purify the flush water. 

Charcoal: Charcoal is a black carbon residue pro-

duced by heating wood or other organic materials in 

the absence of oxygen. Activated charcoal, in particu-

lar, has a high adsorption capacity and is used for fil-

tration purposes. In the toilet project, activated char-

coal is used to enhance the rate of filtration. 

Water: Water is an essential component in con-

struction activities. It is used for various purposes such 

as preparing mortar, mixing cement concrete, curing 

work, and creating a water-cement paste. The quality 

of water used in construction affects the quality of 

mortar or concrete. 

Industrial Sand: Industrial sand is high-purity sil-

ica sand with uniform grain size. It is used for filling 

PET bottles in the toilet project. The use of industrial 

sand helps reduce industrial waste and provides addi-

tional strength to the walls of PET bottles. 

Tiles: Tiles are thin coverings made from materi-

als such as ceramic, stone, metal, clay, or glass. They 

are commonly used for covering internal walls and 

flooring in construction. 

Fiber Glass Resin: Fiberglass resin is a synthetic 

material that is created by combining alcohols and or-

ganic acids. It can be prepared in various forms, in-

cluding gels, films, and liquids. When used in the man-

ufacturing process of a toilet pan, the resin is typically 

in liquid form and is catalyzed before being applied to 

the fiberglass mold. Once applied, it undergoes a 

chemical reaction known as thermosetting, which in-

volves curing and bonding to the fiberglass. During 

this process, a significant amount of heat is generated. 

The resin gradually cures, starting as a jelly-like con-

sistency within 10-20 minutes and becoming hard 

within 30-40 minutes at room temperature. 

Special Wax (Releasing Agent): A releasing 

agent, such as special wax, is a critical component 

used in the manufacturing process of molds. It creates 

a barrier between the mold surface and the substrate, 

facilitating the separation of the cured part from the 

mold. Without a releasing agent, the substrate would 

adhere to the mold surface, resulting in difficulties 

during clean-up and a loss in production efficiency. 

Hardener: In certain mixtures, a hardener is 

added to increase the resilience of the material once it 

sets. In other cases, a hardener serves as a curing com-

ponent. A hardener can function as either a reactant or 

a catalyst during the chemical reaction that occurs 

when the mixture is mixed. It may also be referred to 

as an accelerator, as it speeds up the curing process. 

Marble Powder: Marble powder is a fine powder 

obtained as a by-product during the sawing and shap-

ing of marble. It has been studied from a chemical and 

physical perspective to determine its potential use as a 

mineral addition in mortars and concretes, particularly 

for self-compacting concrete. Marble powder exhibits 

a high Blaine fineness value, indicating its fineness, 

with a significant portion of particles being smaller 

than 50 μm. Various cement pastes were prepared us-

ing marble powder, with and without the addition of 

an acrylic-based superplasticizer, to evaluate its ef-

fects on mechanical behavior. The substitution of sand 

with 10% marble powder showed maximum compres-

sive strength while maintaining similar workability 

compared to mixtures without marble powder. 

Fiber Mat: A fiber mat is a type of biodegradable 

fibrous material that is woven into mats of different 

sizes and thicknesses. It is commonly composed of co-

conut fiber and possesses certain characteristics such 

as uniform fiber dispersion, a smooth surface, a soft 

hand-feeling, low binder content, fast resin impregna-

tion, and good mold obedience. Fiber mats are often 

used in various applications, including construction, as 

reinforcement, or for providing added strength and du-

rability to materials. 

Motion Sensor: Motion sensors in toilets detect 

movement and enable touchless operations. They au-

tomate flushing by detecting when a person ap-

proaches or moves away, triggering an automatic flush 

mechanism. Motion sensors can also control toilet 

seats, lifting them when someone approaches and low-

ering them when they move away. Additionally, they 

facilitate touchless handwashing by activating water 

flow and soap dispensers when hands are detected be-

neath the sensors. These sensors enhance hygiene by 

eliminating the need for manual interaction with toilet 

fixtures, reducing the spread of germs, and providing 

a convenient and sanitary experience for users. 

Heating system: To accelerate the early decom-

position of fertilizer, a heating system can be 
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employed. This system typically consists of heating el-

ements or a heat source that raises the temperature 

within the fertilizer storage or decomposition area. 

The heat promotes microbial activity, which speeds up 

the breakdown of organic matter in the fertilizer. The 

heating system may utilize electric heaters, steam coils, 

or hot air blowers to generate the necessary warmth. 

By maintaining an optimal temperature range, the 

heating system creates favorable conditions for micro-

bial activity, enhancing the decomposition process and 

ensuring the fertilizer becomes readily available for 

plant uptake in a shorter time frame. 

2. Materials and methodology: 

2.1Toilet pan (urine diverting pan): 

 
Figure 1:  Toilet Pan 

Figure 1 depicts a toilet pan. A urine diverting toi-

let pan, commonly used for compost production and 

safe sanitation, is made from Fiber Glass Resin due to 

limitations in ceramic manufacturing requirements 

and material availability. The manufacturing process 

involves several steps: 

 
Figure 2:  Crafting toilet pan 

The process of crafting the toilet pan involves 

several steps to ensure its quality and functionality. 

Figure 2 depicts the making toilet pan. First, the selec-

tion of the appropriate size for the toilet pan is crucial 

to fit the intended space and purpose. Following this, 

a layer of special wax is applied to the pan, acting as a 

releasing agent to provide surface smoothness and fa-

cilitate easy removal. This wax layer requires about 30 

minutes to dry. Next, a solution of Fiber Glass Resin 

is prepared, and mixed with cobide to provide strength 

to the pan while achieving the desired white color. The 

addition of marble powder is an option to fine-tune the 

solution's density. To control the setting time, a hard-

ener is added to the solution, and the quantity can be 

adjusted as needed. 

The entire solution is then carefully poured into 

the mold, ensuring precision in the manufacturing pro-

cess. To enhance the pan's strength and durability, a 

layer of fiber mat is applied. The pan is allowed to set 

for approximately 30 to 40 minutes, ensuring that it 

takes on the desired form. A finishing layer of plaster 

of Paris (POP) is then applied to the pan, further con-

tributing to its surface smoothness. Finally, the pan is 

painted white to achieve its final aesthetic appearance, 

resulting in a well-crafted and functional toilet pan 

ready for use. 

3. Sensor technology: 

 
Figure 3: Toilet pan sensor configuration 

When a person enters the toilet, a sophisticated 

system of sensors comes into play to ensure a conven-

ient and efficient experience. Figure 3 demonstrations 

Toilet pan sensor configuration. As soon as someone 

steps inside, motion sensors detect their presence and 

trigger a series of actions. First and foremost, the light 

illuminates automatically, ensuring adequate visibility 

within the restroom. 

Now, let's consider the flushing mechanism. If 
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the person finishes toilet activity and leaves the toilet 

within three minutes, the flush system activates with-

out any additional input. This helps conserve water, as 

a single flush utilizes six liters of water. However, if 

the individual needs more time in the restroom and 

stays beyond three minutes, a unique feature comes 

into play. To initiate the flush, they simply need to 

place their hand in front of an ultrasonic distance sen-

sor for a mere five seconds. This ensures that water is 

used judiciously, aligning with modern efforts to save 

water resources. Moreover, for added convenience, 

the system not only triggers the flush but also starts the 

jet function simultaneously. This ensures a thorough 

and hygienic cleaning experience for the user. 

In summary, this system seamlessly integrates 

motion sensors, lighting control, and water-saving fea-

tures to enhance both convenience and sustainability. 

Whether you're in and out quickly or require a bit more 

time, this system ensures a comfortable and eco-

friendly visit to the toilet. 

3.1 Operational units of sensor: 

 
Figure 4:  Operation of sensor  

In this automated toilet project, ultrasonic sensors 

detect user presence and proximity, triggering the 

flushing mechanism when someone approaches or 

leaves the toilet. When a user enters, the ultrasonic 

sensor measures distance; if the user moves away, it 

triggers a flush. PIR sensors are employed for intelli-

gent lighting control, illuminating the area when mo-

tion is detected. Furthermore, a separate PIR sensor is 

used to activate a light switch, ensuring convenient 

hands-free operation. This integrated system enhances 

hygiene and convenience, conserving water through 

precise flushing and promoting energy efficiency with 

responsive lighting control. Figure 4 depicts sensor 

operation. 

In the model, sensors are incorporated to enhance 

functionality and reliability while reducing physical 

contact and potential bacterial infections. Various sen-

sors are utilized for different purposes, including auto-

matic flushing and occupancy detection. The flushing 

sensor automatically flushes the human waste. An-

other sensor is responsible for determining the amount 

of water to be dispensed based on the duration of toilet 

usage. If the person spends more time, a larger amount 

of water will be dispensed, while less water will be 

used for shorter durations. Additionally, sensors are 

employed to maintain cleanliness by periodically 

spraying water on the floor for disinfection. This sen-

sor-based approach improves energy efficiency and 

sanitation in the toilet. Table 1 lists the sensor's tech-

nical parameters. 

Table 1: Technical specifications of sensor 

Technical specifications of 

ultrasonic distance sensor 

(HC SR04) 

Technical specifications 

of Passive Infrared Sen-

sor 

Parameter Value Parameter Value 

Operating 

Voltage 
DC 5V 

Operating 

Voltage 
DC 5V – 12V 

Operating 

Current 
15mA 

Operating 

Current 
40mA 

Operating 

Frequency 
40KHz 

Operating 

Frequency 
8-14 KHz 

Max Range 4m 
Max 

Range 
5m 

Min Range 2cm 
Min 

Range 
0.5m 

Ranging Ac-

curacy 
3mm 

Measuring 

Angle 

110-180 de-

grees 

Measuring 

Angle 
15 degrees Dimension 

50 x 50 x 

25mm 

Dimension 
45 x 20 x 

15mm 

- - 

3.2  Separation & collection unit: 

The separation unit consists of a tank with two 

compartments for separating flush water and feces. 

One compartment collects the filtered flush water, 

while the other compartment holds the feces. The col-

lected feces are then transferred to a drying tank, 

where they undergo a 15-day drying process facilitated 

by a heater. The heater maintains a temperature 
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between 40 to 45 degrees Celsius. The PCC tank is 

constructed using regular burnt clay bricks and PCC 

materials, and polyurethane waterproofing chemicals 

are applied inside the tank to prevent water penetration 

and ensure its integrity. 

Before the collection tank, there is an additional 

tank called the M.S. (Mild Steel) tank, which is posi-

tioned above the PCC tank and beneath the outlet of 

toilet pipes. The M.S. tank is installed on an M.S. stand 

in such a way that it tilts towards the side with more 

weight when feces fall into it. Inside the M.S. tank, 

both nylon mesh and M.S. mesh are fitted inclined at 

a 45-degree angle. The M.S. mesh provides support to 

the nylon mesh. The purpose of the M.S. tank is to fil-

ter the flush water and feces, with the bottom of the 

tank remaining open to collect the flush water sepa-

rately.  

The dimensions of the M.S. tank are as follows in 

Figure 5. 

- Size: 1'6" x 1'6" x 1'6" 

 
Figure 5.  Dimension of M.S tank 

4. Filtration unit 

The filtration unit is a complex system compris-

ing various integral components and layers, each play-

ing a crucial role in the water purification process. At 

its base lies the large gravel layer, characterized by 

gravel sizes ranging from 16mm to 32mm. Positioned 

above this layer is the fine gravel layer, featuring 

smaller gravel sizes in the range of 4mm to 8mm. Fur-

ther up the filtration hierarchy is the fine sand layer, 

which consists of sand particles with sizes ranging 

from 0.4mm to 0.6mm. At the very top of this intricate 

setup is the layer of anthracite coal grains, comprising 

coal particles ranging from 0.5mm to 1.2mm in size. 

Collectively, these layers work in concert to 

create the filter bed, a composite structure vital for wa-

ter treatment. The filter bed, spanning a size range 

from 0.6m to 3m, ensures that the water undergoes a 

comprehensive purification process. To facilitate the 

flow of water, the filtration unit is equipped with inlet 

and outlet points. At the top, an inlet serves as the entry 

point for unfiltered water, while an outlet is positioned 

for the removal of backflush water. Simultaneously, at 

the bottom, an outlet facilitates the extraction of fil-

tered water, while an inlet is designated for the passage 

of backflush water. This multifaceted design allows 

the filtration unit to effectively and efficiently purify 

water, making it an indispensable component in water 

treatment systems. Figure 6 shows the filtration unit. 

 
Figure 6. Filtration unit 

4.1 Process of manufacturing & assem-
bling of zero-waste toilet 

The process of creating a zero-waste toilet in-

volves several essential steps aimed at sustainability 

and functionality. To start, PET bottles are collected 

from various sources like local restaurants, bars, can-

teens, and scrap merchants, serving as the primary ma-

terial for constructing the toilet wall. These bottles, 

commonly used for beverage packaging, are highly re-

cyclable, contributing to reduced plastic waste and 

emissions. Figure 7 depicts the assembly of a zero-

waste toilet. 
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Figure 7. Assembling zero-waste toilet 

In the second step, the PET bottles are fortified 

with industrial sand to enhance their strength and min-

imize the risk of air voids. This approach not only pro-

vides structural integrity to the bottles but also contrib-

utes to the reduction of industrial waste. Moving on to 

the third step, the installation of the toilet's frame pro-

vides the necessary structural support and cohesion for 

the entire zero-waste toilet. Typically constructed 

from sturdy materials like metal, the frame is designed 

to withstand the toilet's weight and usage. 

Following the frame installation, the toilet pan is 

put in place. The toilet pan, made of durable materials 

such as ceramic, serves as the receptacle for human 

waste before flushing. It's seamlessly integrated into 

the plumbing system to ensure proper waste flow and 

flush water control. Step five introduces the integra-

tion of sensors to enable touchless operation. These 

sensors detect human presence, control lighting, initi-

ate flushing, and determine toilet seat occupancy. 

They also activate features like water jets for personal 

hygiene and odor-removing sprays. Furthermore, the 

zero-waste toilet's floor is self-cleaned using a water 

jet, and the entire system operates on solar power. 

The next step involves a sophisticated collection 

system for feces. The flush water and human waste en-

ter a separation tank beneath the toilet, with compart-

ments designed for water removal and separated water 

storage. A filtration tank equipped with a 120-micron 

nylon mesh separates water from the flush material. 

Once the tank reaches its capacity, it tilts, transferring 

separated feces to a storage tank, where water-filtered 

feces undergo a 15-day drying process to remove odor 

and bacteria. To reuse separated flush water, step 

seven introduces an activated charcoal filter with mul-

tiple layers of filter bed, effectively removing fine par-

ticles. The filtered water can be repurposed for garden-

ing, and a backflush water pipe allows for filter cham-

ber cleaning when needed. 

Lastly, step eight addresses the composting of fe-

cal sludge, a controlled aerobic process that transforms 

organic materials into a nutrient-rich soil amendment. 

Dried human feces and bio additives like sawdust and 

flour mill waste are used, along with a composter (bac-

terial medium). This composting process follows spe-

cific temperature parameters to ensure proper decom-

position while considering the nutrient values of the 

resulting compost, specifically Nitrogen, Phosphorus, 

and Potassium (NPK). The comprehensive zero-waste 

toilet system combines sustainability, resource effi-

ciency, and functionality, representing a forward-

thinking approach to waste management and sanita-

tion. 

4.2 Constructional features of toilet 

The below figure 8 shows the construction fea-

tures of the Toilet. 
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Figure 8. Construction features of Toilet 

4.3 Flow diagram of operation 

Below Figure 9 shows the flow diagram of the 

operation. 

 
Fig 9. Flow diagram of operation  

5. Results and discussion 

5.1 Toilet pan (urine diverting pan) 

The urine-diverting pan, a distinctive feature of 

this design, effectively separates urine from feces, of-

fering several advantages. First and foremost, it allows 

for the easy collection of clear urine through the toilet 

outlet. This clear urine contains valuable nutrients and 

facilitates the extraction of urea, making the process 

more efficient. Additionally, the separated fecal sludge 

can be repurposed for fertilizer production, provided it 

maintains controlled moisture content. The urine sep-

aration plays a vital role in achieving this. 

Furthermore, the pan has been engineered to 

withstand the weight of a person using the toilet, en-

suring its durability and reliability. This urine-divert-

ing feature is incorporated into both Indian and com-

mode pans, extending its applicability to both rural and 

urban users. The flushing and water jet mechanisms 

are integrated into these pans, mirroring the conven-

ience of traditional ceramic pans. Manufacturing the 

pan involves careful steps, including proper mixing of 

raw materials and applying heat to the prepared mix-

ture to ensure optimal strength. Finally, the pan's di-

mensions are thoughtfully designed to ensure comfort 

and usability for individuals. 

5.2 Sensor technology 

Incorporating sensors into the toilet system 

streamlines its operation, rendering it completely 

touchless and promoting superior hygiene mainte-

nance. This technology holds particular significance in 

mitigating the spread of diseases often associated with 

conventional toilet systems. By implementing touch-

less sensors in both the flush system and the water jet 

mechanism, water consumption is notably reduced. 

Without sensor technology, a single flush typically 

consumes 10 liters of water, whereas, with sensors, it 

efficiently manages to dispense just 6 liters per flush. 

This water-saving feature extends to the water jet sys-

tem as well. 

Water-repellent sensors are employed, ensuring 

optimal functionality even in the presence of water. 

This robust design prevents any system interruptions. 

A circuit box is positioned on the rear exterior of the 

toilet, housing essential components such as the relay 

module and Arduino system. This box is thoughtfully 

enclosed in a wooden casing to shield it from the ef-

fects of weathering. The meticulous organization of 

wiring within the system keeps all sensor functions 

running smoothly and efficiently. 

5.3 Separation and collection unit 

The separation unit efficiently divides urine from 

fecal sludge, with the inclined mesh facilitating the 

percolation of wastewater and its flow to the bottom. 
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This design ensures that feces remain in a dry state, 

simplifying the organic fertilizer manufacturing pro-

cess. The system incorporates two meshes within the 

same tank: one constructed from mild steel and the 

other from nylon fabric. The mild steel mesh prevents 

solid residues from entering, while the nylon fabric 

prevents the passage of fine, powdered materials. This 

dual mesh approach significantly enhances the tank's 

ability to retain a maximum amount of residue at the 

upper section. 

The bottom part of the tank is linked to an out-

flow mechanism, which directs wastewater to a disin-

fection tank. This tank features a handle on one side, 

enabling a 180-degree rotation. The handle is skillfully 

designed to maintain a tight seal during rotation, facil-

itating waste collection. The collection tank includes 

materials that aid in the early decomposition of the 

mixture and can effectively control odors through the 

incorporation of organic minerals. The outflow pipe is 

strategically attached to minimize the accumulation of 

wastewater at the bottom, and the plumbing system is 

thoughtfully engineered to ensure that the rotating mo-

tion does not disrupt the flow of wastewater. 

5.4 Filtration unit 

The filtration unit is a two-part system, consisting 

of a charcoal filtration tank and a disinfection tank. 

The first tank effectively separates solid residues, 

while the second tank is designed to remove smaller 

dissolved content. In the charcoal filtration tank, the 

presence of solid residue is prevented from passing 

through due to the action of charcoal. The quantity of 

charcoal used has been meticulously determined 

through laboratory testing, involving the flow of a 

small amount of wastewater through it. After several 

iterations, it was determined that 6 kg of charcoal is 

required for efficient filtration. It's important to note 

that this charcoal needs to be replaced after every 500 

liters of water flow. Considering that each person uses 

approximately 10 liters of water per toilet use, this 

means that charcoal replacement is needed after about 

50 usages. The charcoal primarily consists of carbon, 

which has an affinity for binding residual content. The 

system operates on a gravitational flow principle, al-

lowing solid residues to settle at the bottom, while the 

lighter clear water flows upward. 

The outlet of this tank is connected to the 

disinfection tank, which employs chlorine as a disin-

fectant. Post-disinfection, the water can be used for 

flushing or irrigation purposes, but it is not suitable for 

drinking or bathing. If rigorous disinfection processes 

are applied, the water can eventually be safe for drink-

ing, although this depends on people's perceptions and 

attitudes towards water quality. 

5.5 Quantitative analysis 

The container's volume is precisely 0.095 cubic 

meters, a calculation based on the tank's dimensions, 

measuring 457mm x 457mm x 457mm. Within this 

container, there are two distinct sections: the upper 

part, designated for feces accumulation, occupies 

0.0285 cubic meters, while the lower part, intended for 

wastewater, encompasses 0.0665 cubic meters. How-

ever, due to the drain outlet's location at the bottom, 

only 50.8mm in height is available for water storage in 

the lower section. 

An individual typically excretes approximately 

200 grams of feces. Feces density ranges from 1000 to 

1300 kg per cubic meter. This translates to a feces vol-

ume of approximately 0.0002 cubic meters per person. 

By dividing the volume of the upper part of the tank 

by the volume of feces, we can estimate that the tank 

can accumulate waste from approximately 140 people, 

resulting in a total feces weight of 28 kilograms. 

To prevent overflow, the tank cannot be filled to 

its full capacity, requiring a 5cm headspace to be 

maintained at the top. Consequently, 16 liters of water 

will remain in the lower part of the tank. 

Considering the weight of the feces, the weight of 

the water, and the self-weight of the tank, the total 

weight of the tank is 58 kilograms. This calculation 

ensures that the system operates effectively and can 

manage waste from a considerable number of individ-

uals while maintaining proper safety margins to pre-

vent any potential issues like overflow. 

5.6 Calculation of air requirement for 

fertilizer production 

For preparation of organic fertilizer, aerobic pro-

cess is adopted. For smooth conduction of the aerobic 

process, minimum 10% oxygen is required. Calculat-

ing the air requirement for fertilizer production from 
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fecal sludge is a fundamental step in ensuring the effi-

cient aerobic digestion of organic matter. This process 

involves estimating the amount of oxygen needed to 

facilitate the decomposition of organic materials 

within the sludge. The calculation is typically based on 

the organic content present in the sludge and the appli-

cation of stoichiometric ratios. The stoichiometric ra-

tio used depends on the specific composition of or-

ganic matter in the sludge. 

For instance, carbohydrates typically require 

about 6 grams of oxygen per gram of organic matter, 

fats need approximately 5.3 grams of oxygen per gram 

of organic matter, and proteins demand around 4.57 

grams of oxygen per gram of organic matter. By deter-

mining the organic content and applying the appropri-

ate stoichiometric ratio, the air requirement can be 

quantified in terms of kilograms of oxygen needed for 

the aerobic decomposition process. 

This calculation serves as a crucial foundation for 

designing and operating the system efficiently, ensur-

ing that the right amount of air is supplied to facilitate 

the decomposition of organic matter, which ultimately 

leads to the production of high-quality fertilizer. Ac-

curate calculations are imperative in optimizing the 

process and resource utilization while minimizing en-

vironmental impact. 

5.7 Economic Analysis 

Table 2. Economic analysis of materials 

Sr. No. Materials/ Mechanical part/ Object 

1 Ceramic powder 

2 Plastic bottles 

3  Soil 

4 Shed net 

5  Toilet pan mould 

6 Fiber Toilet pan ( Indian) 

7 Fiber Toilet pan (Commode) 

8 Labor for manufacturing toilet pan and 
mold 

9  Fabrication cost for wall frame 

10 Plumbing cost 

11 M.S. sheets used for septic tank 

12 The overall mechanism of septic tank 

13 Labor for construction of  Septic tank 

14 Sensors 

15 Aggregates 

16 Cement 

17 Labor for construction of toilet block 

18 Solar Panels  

Table 2 shows Economical analysis of materials. 

For overall toilet preparation, approximately 90,000/- 

cost is required. This cost includes fabrication charges, 

sensor, pump, preparation of toilet pans, plumbing & 

electrification appliances etc. Firstly, 1 kilogram of ce-

ramic powder, priced at 225 Rs/- per kilogram has 

been used. Additionally, 400 units of plastic bottles are 

needed, amounting to 300 RS/-. For the construction 

and landscaping aspects, 1 brass of soil is necessary, 

with a cost of 4000 RS/-. To provide shelter and pro-

tection, we'll be using a 35-meter by 13-meter shed net, 

which costs 450 RS/-. 

The remaining items on the list include specific 

components and labor costs related to the construction 

of a toilet block and septic tank, as well as the instal-

lation of solar panels. These components encompass 

fiber toilet pans (Indian and Commode), labor for 

manufacturing toilet pan and mold, fabrication costs 

for the wall frame, plumbing expenses, M.C. sheets for 

the septic tank, the overall mechanism of the septic 

tank, labor for constructing the septic tank, sensors, 

aggregates, cement, and labor for the construction of 

the toilet block. 

6. Conclusion 

The research conducted on the zero-waste toilet, 

a sensor-operated solar-based urine diverting toilet, 

has revealed several positive outcomes regarding its 

design, functionality, and potential benefits. The find-

ings of this study contribute to the understanding of 

sustainable sanitation systems and their implications 

for environmental, developmental, and sustainable 

practices. 

The utilization of repurposed plastic PET bottles 

for constructing the walls of the zero-waste toilet pre-

sents a successful approach to reducing plastic waste. 

By repurposing these bottles, the zero-waste toilet not 

only contributes to environmental sustainability but 

also promotes local material availability and sustaina-

ble construction practices. The integration of sensors 

in the zero-waste toilet has proven to be effective in 

enhancing user convenience and efficiency. The 

touchless operation provided by the sensors eliminates 

the need for manual flushing and enhances the overall 

user experience. The sensors' ability to detect human 
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presence, control lighting, initiate flushing, and deter-

mine toilet seat occupancy ensures a seamless and 

convenient operation. Moreover, the incorporation of 

water jets for personal hygiene and odor-removing 

sprays further enhances the cleanliness and comfort of 

the zero-waste toilet. The urine separation capability 

of the zero-waste toilet has significant implications for 

waste management and resource utilization. The spe-

cially designed pan effectively separates urine from fe-

ces, improving waste management practices and min-

imizing potential odors. With some models being able 

to separate up to 80% of urine within the pan, the zero-

waste toilet presents an opportunity to utilize urine as 

a valuable resource for agricultural purposes, thereby 

contributing to sustainable agriculture and nutrient re-

cycling. 

Water conservation is a notable achievement of 

the zero-waste toilet. The automated flushing system, 

controlled by the sensors, ensures that water is used 

efficiently and only when required. By activating the 

flushing mechanism only when the user has finished 

using the toilet, the zero-waste toilet minimizes water 

wastage and promotes responsible water management 

practices, addressing water scarcity concerns and sup-

porting sustainable water use. The hygienic qualities 

of the zero-waste toilet are commendable. The touch-

less operation, along with the water jets and flush 

mechanisms, reduces the risk of germ transmission 

and contamination. The design of the zero-waste toilet 

incorporates easy-to-clean surfaces and materials, fur-

ther enhancing its hygienic attributes and ensuring a 

clean and safe user experience. The durability and long 

lifespan of the zero-waste toilet make it a sustainable 

solution for sanitation needs. The automated features 

reduce wear and tear, resulting in reduced maintenance 

requirements and prolonged usability compared to tra-

ditional toilets. This durability contributes to the zero-

waste toilet's sustainability and cost-effectiveness in 

the long run, promoting its viability as a long-term 

sanitation solution. 

The zero-waste toilet's ability to transform human 

feces into organic fertilizer showcases its potential to 

address waste management challenges and promoting 

sustainable agricultural practices. By diverting feces 

into a separate storage tank and employing a filtration 

system, the zero-waste toilet separates solid waste 

from liquid content effectively. The separated solid 

waste can be processed into organic fertilizer through 

composting, providing a valuable resource for soil 

enrichment and sustainable agricultural practices. This 

closed-loop system reduces reliance on synthetic ferti-

lizers, promotes circular economy principles, and sup-

ports environmental sustainability. It is important to 

acknowledge the limitations of the zero-waste toilet as 

well. The implementation and maintenance of these 

advanced systems may require specialized expertise, 

potentially limiting accessibility and increasing reli-

ance on trained professionals. The initial investment 

required for installing zero-waste toilets may be higher 

compared to traditional toilets, which can pose finan-

cial challenges for certain individuals or communities. 

Additionally, the maintenance of zero-waste toilets 

may demand additional efforts due to their complex 

automated systems. Overall, the research findings 

demonstrate that the zero-waste toilet has the potential 

to address various environmental, developmental, and 

sustainability challenges associated with traditional 

sanitation systems. Its advantages in terms of plastic 

waste reduction, convenience, water conservation, hy-

giene, and resource utilization make it a promising so-

lution for sustainable sanitation. Further research and 

implementation efforts are necessary to 

Merits 

Zero-waste toilets offer numerous merits that 

contribute to improved sanitation and environmental 

sustainability. Firstly, they are equipped with a fully 

automated sensor for the flushing system, eliminating 

the need for manual flushing and promoting conven-

ience and efficiency. Additionally, these toilets are de-

signed to save water, addressing water scarcity con-

cerns by utilizing water-saving mechanisms. Zero- 

waste toilets also play a significant role in enhancing 

hygiene and sanitary conditions. They provide a fully 

contactless experience, minimizing the risk of germ 

transmission and promoting cleanliness. Moreover, 

these toilets experience less wear and tear due to their 

automated features, resulting in reduced maintenance 

and longer lifespan. 

One of the notable benefits of automatic toilets is 

their ease of use. The automated functions streamline 

the user experience, making them accessible to a wide 

range of individuals. Furthermore, zero-waste toilets 

promote environmental sustainability by transforming 

feces into compost, providing a valuable resource for 

soil enrichment. They also incorporate water reuse 
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systems for gardening, maximizing the utilization of 

available resources and reducing water waste. 

The construction of Zero-waste toilet walls using 

plastic bottles is a notable advantage, as it contributes 

to the reduction of plastic pollution. By repurposing 

these bottles, the toilets actively address environmen-

tal concerns associated with plastic waste. Addition-

ally, zero-waste toilets feature urine separation capa-

bilities, with some models capable of separating up to 

80% of urine in the pan itself. This helps in the effi-

cient management of waste and reduces potential 

odors in the toilet area. Users of Zero-waste toilets also 

experience enhanced comfort, as these toilets are de-

signed to provide a high level of comport during use. 

In terms of sanitation, zero-waste toilets ensure proper 

cleanliness by incorporating effective flushing mecha-

nisms and providing a hygienic environment for users. 

Furthermore, these toilets offer a long lifespan, provid-

ing a durable and sustainable solution for sanitation 

needs. Notably, in the case of Indian pan toilets, zero-

waste toilets address the challenge of bacterial infec-

tion transmission, as their design minimizes the spread 

of bacteria.  

Demerits 

Zero-waste toilets, while offering several merits, 

also have certain demerits that should be taken into 

consideration. Firstly, the operation of these toilets 

may require expertise, making them potentially chal-

lenging for individuals who are not familiar with their 

automated features. Additionally, the setup of Zero-

waste toilets also requires specialized knowledge, 

which can limit their accessibility and increase reli-

ance on trained professionals. One notable drawback 

is the higher initial investment required for Zero-waste 

toilets compared to traditional toilets. The advanced 

technologies and eco-friendly materials used in their 

construction contribute to the increased cost. Further-

more, zero-waste toilets typically require more 

maintenance due to their complex automated systems, 

which may involve periodic checks and repairs. 

Sensors in zero-waste toilets may not always 

flush immediately when desired, as they operate on 

preset timings. This can cause inconvenience to users 

who expect immediate flushing. Moreover, there is a 

risk of dirty water splashing onto the user's bottom if 

the toilet flushes while they are still sitting, which can 

be unpleasant and unhygienic. Using this particular 

toilet requires a certain level of expertise due to vari-

ous factors. Firstly, setting up the toilet itself demands 

specialized knowledge. Additionally, the initial invest-

ment for this toilet is relatively high compared to tra-

ditional options. Maintenance is also a concern, as it 

requires more attention. 

The sensors in this toilet may not always respond 

as desired, sometimes delaying the flush and causing 

inconvenience. Moreover, there is a risk of dirty water 

splashing onto the user if the flush occurs while they 

are seated, which can be unpleasant. This can also be 

a source of fear for some children, making them hesi-

tant to use it. Accidental drops can result in objects be-

ing flushed away permanently, which is a potential 

drawback. A broader issue is people's limited perspec-

tive on innovation, which can hinder the adoption of 

such advanced toilet systems. Separation of urine from 

feces is not complete, as approximately 20% remains 

mixed. Stopping the process when the feces tank is full 

can be challenging, particularly if someone is cur-

rently using the toilet. 

Water-repellent sensors are essential for this sys-

tem, but they come at an additional cost. Furthermore, 

efficient fertilizer production technology needs to be 

developed by the user to make the most of the waste. 

In terms of cost, this toilet is more expensive than tra-

ditional ones. Additionally, the production of ceramic 

toilets relies on molds that are not feasible for small-

scale production due to the distance of major factories. 

Cleaning these toilets can be a more difficult and time-

consuming task, and the plastic walls lack sufficient 

strength. Furthermore, filtering flush water in this sys-

tem takes more time than standard toilets. 

The concept of zero-waste toilet, a sensor-oper-

ated solar-based urine diverting toilet, presents a 

promising solution to overcome the limitations ob-

served in traditional sanitation systems. This research 

paper has explored the design and functionality of the 

zero-waste toilet, highlighting its potential benefits in 

terms of convenience, water conservation, hygiene, 

and environmental sustainability.  

One of the key advantages of the zero-waste toilet 

is its utilization of repurposed plastic PET bottles for 

constructing the walls. By repurposing these bottles, 

the zero-waste toilet actively contributes to reducing 

plastic waste and addresses environmental concerns 
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associated with plastic pollution. This innovative ap-

proach showcases the potential for using locally avail-

able materials in sustainable construction practices. 

The integration of sensors in the zero-waste toilet en-

ables touchless operation, eliminating the need for 

manual flushing and enhancing user convenience and 

efficiency. These sensors are designed to detect human 

presence, control lighting, initiate flushing, and deter-

mine toilet seat occupancy. Additionally, the sensors 

activate water jets for personal hygiene and trigger 

odor-removing sprays, promoting a clean and hygienic 

environment. The entire system operates on solar 

power, further enhancing its sustainability and reduc-

ing its reliance on conventional energy sources. 

An important feature of the zero-waste toilet is its 

urine separation capability. By incorporating a spe-

cially designed pan, the toilet efficiently separates 

urine from feces, improving waste management and 

minimizing potential odors. Some models of the zero-

waste toilet can separate up to 80% of urine directly 

within the pan, reducing the amount of waste that 

needs to be processed further. This urine diversion sys-

tem not only contributes to better waste management 

but also presents an opportunity for utilizing urine as 

a valuable resource for agricultural purposes. Water 

conservation is another significant advantage offered 

by the zero-waste toilet. The automated flushing sys-

tem, controlled by the sensors, ensures that water is 

used efficiently and only when necessary. The zero-

waste toilet minimizes water wastage by providing a 

touchless experience and activating the flushing mech-

anism only when the user has finished using the toilet. 

This feature addresses water scarcity concerns and 

promotes responsible water management practices. 

In terms of hygiene, the zero-waste toilet pro-

vides a high level of cleanliness and minimizes the risk 

of germ transmission. The touchless operation, along 

with the water jets and flush mechanisms, ensures that 

users have a fully contactless experience, reducing the 

potential for contamination. Additionally, the design 

of the zero-waste toilet incorporates easy-to-clean sur-

faces and materials, further enhancing its hygienic 

qualities. The zero-waste toilet offers a durable and 

long-lasting solution for sanitation needs. Its auto-

mated features reduce wear and tear, resulting in re-

duced maintenance requirements and a longer lifespan 

compared to traditional toilets. This durability contrib-

utes to the zero-waste toilet's sustainability and cost-

effectiveness in the long run. 

One of the most significant advantages of the 

zero-waste toilet is its ability to transform human feces 

into organic fertilizer. By diverting feces into a sepa-

rate storage tank and employing a filtration system, the 

zero-waste toilet effectively separates solid waste 

from liquid content. The solid waste undergoes a dry-

ing process to remove odor and bacteria, while the liq-

uid content can be reused for flushing or other pur-

poses. The separated solid waste can be further pro-

cessed into organic fertilizer through composting, 

providing a valuable resource for soil enrichment and 

sustainable agricultural practices. This closed-loop 

system not only addresses waste management but also 

contributes to environmental sustainability by mini-

mizing the reliance on synthetic fertilizers. While the 

zero-waste toilet offers numerous merits, it is essential 

to acknowledge its demerits as well. The implementa-

tion and maintenance of these advanced systems may 

require specialized expertise, potentially limiting ac-

cessibility and increasing reliance on trained profes-

sionals. The initial investment required for installing 

zero-waste toilets may also be higher compared to tra-

ditional toilets, which can pose financial challenges 

for some individuals or communities. Maintenance of 

zero-waste toilets may demand additional efforts due 

to their complex automated systems. 

Future Scope 

The research conducted on the zero-waste toilet 

has shed light on its potential as a sustainable sanita-

tion solution. However, there are several avenues for 

further exploration and development in this field. The 

future scope of this research paper lies in the following 

areas: 

1. Technological advancements: The zero-

waste toilet can benefit from ongoing technological 

advancements. Further research can focus on enhanc-

ing the efficiency and effectiveness of the sensor-op-

erated system. Innovations in sensor technology, such 

as improved occupancy detection, water flow regula-

tion, and waste separation mechanisms, can contribute 

to better performance and user experience. 

2. Accessibility and afordability: To ensure 

widespread adoption and accessibility of zero-waste 

toilets, future studies should explore cost-effective ap-

proaches for manufacturing and installation. Investi-

gating alternative construction materials and 
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production methods can help reduce the initial invest-

ment required for zero-waste toilets, making them 

more affordable for individuals and communities with 

limited financial resources. 

3. Community engagement and user ac-

ceptance: Community engagement plays a vital role 

in the success of any sanitation intervention. Future re-

search can focus on understanding the social and cul-

tural aspects related to the acceptance and adoption of 

zero-waste toilets. Involving local communities, un-

derstanding their needs and preferences, and incorpo-

rating their feedback into the design and implementa-

tion process can contribute to increased acceptance 

and long-term sustainability. 

4. Performance monitoring and evaluation: 

Long-term monitoring and evaluation of zero-waste 

toilet systems are essential to assess their performance, 

durability, and impact on the environment and public 

health. Future studies should focus on developing 

monitoring frameworks and evaluating the effective-

ness of zero-waste toilets in terms of water savings, 

waste management, and resource recovery. This data 

can provide valuable insights for policymakers, prac-

titioners, and researchers to optimize system perfor-

mance and address any potential challenges. 

5. Integration with circular economy practices: 

The zero-waste toilet's potential for waste-to-resource 

conversion opens up opportunities for integration with 

circular economy principles. Future research can ex-

plore ways to maximize resource recovery from hu-

man waste and integrate the by-products, such as or-

ganic fertilizers, into local agricultural practices. Un-

derstanding the socio-economic implications and as-

sessing the environmental benefits of such integration 

will contribute to the overall sustainability of the zero-

waste toilet system. 

6. Scaling Up and Replication: While the re-

search paper focuses on the zero-waste toilet concept, 

future studies can explore strategies for scaling up and 

replicating these systems in different contexts. Under-

standing the barriers and enablers for scaling up zero-

waste toilet installations can help inform policy deci-

sions and promote wider adoption of sustainable sani-

tation practices. Case studies and best practices from 

successful implementations can serve as valuable 

guidance for future projects. 

7. Environmental impact assessment: As-

sessing the environmental impact of zero-waste toilets 

throughout their life cycle is crucial for understanding 

their overall sustainability. Future research should 

consider conducting life cycle assessments (LCAs) to 

evaluate the environmental footprint of zero-waste toi-

lets, including their construction, operation, and waste 

management processes. This assessment will provide 

insights into potential areas for improvement and 

guide decision-making towards more environmentally 

friendly practices. 

In conclusion, the future scope of the research pa-

per lies in further technological advancements, cost-

effectiveness, community engagement, performance 

monitoring, integration with circular economy prac-

tices, scaling up, and environmental impact assess-

ment. By exploring these areas, researchers can con-

tribute to the development and sustainability of zero-

waste toilets as a viable solution for improved sanita-

tion, environmental conservation, and community 

well-being. 
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Abstract 

Prostate cancer (PCa) is currently the most frequently diagnosed cancer in men in industrialized nations and ranks as 

the second leading cause of male cancer-related deaths globally, early detection is crucial. Originating in the walnut-

shaped gland beneath the bladder, PCa poses a significant risk when not identified in its early stages. The diagnostic 

process, requiring expertise from radiologists, pathologists, and physicians, is time-consuming and introduces varia-

bility, potentially leading to delayed or incorrect diagnoses. This underscores the need for efficient and reliable diag-

nostic tools in addressing the escalating challenge of PCa diagnosis. This study addresses the critical challenge of PCa 

diagnosis by employing a comprehensive approach involving feature selection methods and model performance eval-

uation. Utilizing a PCa dataset from Kaggle, consisting of 100 patient observations with eight independent features 

and a binary diagnosis result, the study explores the nuanced nature of feature relevance in PCa classification. Com-

parative analyses of Principal Component Analysis (PCA) and ReliefF feature selection methods reveal the limitations 

of PCA's emphasis on a dominant feature, while ReliefF, incorporating a distributed set of features, demonstrates 

improved model accuracy and stability. The Random Forest (RF) model, selected through meticulous parameter tuning, 

achieves an impressive 95% accuracy by leveraging a substantial number of estimators, limited tree depth, and bal-

anced sample splitting. The findings underscore the crucial interplay between feature selection methods and model 

parameters in optimizing the accuracy and reliability of PCa classification models. Given the anticipated rise in PCa 

incidence, this research contributes valuable insights for enhancing diagnostic efficiency and addressing the challenges 

posed by traditional diagnostic procedures. 

Keywords: Prostate Cancer, Machine Learning, Feature selection. 

1. Introduction 

At present, prostate cancer (PCa) stands as the most 

commonly diagnosed malignancy among men in highly 

industrialized nations and ranks as the second primary 

cause of male cancer-related fatalities globally. As the 

population continues to expand and age, it is anticipated 

that the global incidence of PCa will rise, reaching 

nearly 2.4 million new cases annually by the year 2040 

(De Vos et al., 2023). PCa originates in the compact, 

walnut-shaped gland located beneath the bladder and in 

front of the rectum. When not identified in its early 

stages, PCa can pose a considerable risk, leading to a 

notable fatality rate. According to a 20-year actuarial cu-

mulative estimate, the likelihood of death from prostate 

cancer is significant (ACS, 2023). Furthermore, the clin-

ical procedures for diagnosing prostate cancer (PCa) ne-

cessitate considerable time and expertise from radiolo-

gists, pathologists, and physicians. They meticulously 

assess and assign a grade or stage before considering 

treatment options based on factors such as the cancer 

stage, severity, and other relevant considerations. 

Unfortunately, the routine diagnostic process relies on 

human intervention, introducing variability in outcomes 

that may result in delayed or incorrect diagnoses 

(Gravade et al., 2023). 

Additionally, the diagnosis of PCa continues to be 

challenging because each cascade element is not fully 

replicated in the metastasis of prostate cancer. Tradi-

tional methods such as the digital rectal test (DRE), 

prostate-specific antigen (PSA) blood test, and ultraso-

nography are employed for PCa detection. However, 

these methods exhibit low sensitivity and specificity, 

falling short of meeting medical standards (Naeem et al., 

2023). 

On the other hand, machine learning (ML) algo-

rithms have proven effective in identifying gene bi-

omarkers associated with PCa. Researchers are drawn to 

this technology because of its ability to uncover hidden 

patterns in the data and extract relationships between 

features using a set of mathematical rules and statistical 

assumptions (Chen et al., 2022).  
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In this paper we present a methodology for the PCa 

diagnosis system based on ML classifier, the aim of this 

study is to use and compare various supervised machine 

learning algorithms like Multilayer Perceptron (MLP), 

Support Vector Machines (SVM), K-Nearest Neighbor 

(KNN), Decision Tree (DT), Naïve Bayes (NB) and 

Random Forest (RF). The remaining sections of the pa-

per are organized as follows: Section 2 introduces the 

related works in literature. In Section 3, the materials 

and methods are presented. Section 4 discusses the ex-

perimental results and findings. Finally, Section 4 pro-

vides the conclusion for the paper. 

2. Literature review  

The examination of ML algorithms in the context 

of predicting PCa represents a central theme in current 

medical research. With a primary objective of improv-

ing the survival rates of individuals diagnosed with PCa, 

the development of robust prediction models holds par-

amount importance, for example in (Molla et al., 2023) 

the exploration is undertaken by utilizing a variety of 

ML techniques, namely SVM, KNN, NB, RF, and Lo-

gistic Regression (LR) algorithms. The objective is to 

predict PCa outcomes with greater precision. Notably, 

among the diverse ML techniques investigated, LR 

emerges as particularly promising, showcasing a note-

worthy 86.21% accuracy in prediction results. These 

findings underscore the potential applicability of LR as 

a reliable tool for PCa prediction. 

On the other hand, in (Laabidi, & Aissaoui, 2020) 

they specific focus on the study involves predicting dia-

betes and PCa, utilizing eight distinct machine learning 

architectures. The experiments conducted reveal prom-

ising results, with an overall accuracy of 81.3% for PCa 

diagnosis. Notably, the Recurrent Neural Network 

(RNN) emerged as the top-performing model, showcas-

ing superior accuracy compared to other architectures. 

However, LR demonstrated noteworthy results, particu-

larly when applied to scaled features. 

Moreover, the methodology built in (Araujo et al., 

2023) upon a comprehensive analysis of various clinical 

variables extracted from patients' medical records, in-

cluding age, race, diabetes mellitus, alcoholism, smok-

ing, systemic arterial hypertension, digital rectal exami-

nation, and total prostate-specific antigen levels. To val-

idate the efficacy of the method, machine learning algo-

rithms such as SVM, NB, KNN, DT, and MLP were 

employed. These algorithms were utilized to predict the 

likelihood of PCa presence or absence based on the gath-

ered clinical data. The evaluation of the method's perfor-

mance employed an accuracy metric, with the Linear 

SVM model exhibiting the highest accuracy at 86.8%. 

3. Materials and methods 

In this section, we present a thorough overview of 

the methodology utilized, feature selection techniques, 

covering machine learning algorithms, and a detailed 

description of the dataset. 

3.1. Feature selection methods 

Principal Component Analysis (PCA): It is a pro-

cedure leveraging statistical methods to derive features 

from a dataset. This involves determining the eigenval-

ues of various features within the dataset and projecting 

them into a lower-dimensional space. The derived fea-

tures are commonly known as principal components. 

Despite being sensitive to missing or outlier values, 

PCA aims to preserve minimal dimensionality while re-

taining valuable or essential information (Alhanaya et 

al., 2023). 

ReliefF: The fundamental concept behind the Re-

lief algorithm is to assess features by their effectiveness 

in distinguishing instances that are in close proximity to 

each other. For every selected instance, the algorithm 

identifies its two nearest neighbors: one belonging to the 

same class, termed the nearest hit, and the other from a 

different class, referred to as the nearest miss. This algo-

rithm assigns higher weights to features that effectively 

differentiate instances from diverse classes. Similarly, 

the ReliefF algorithm is developed on the same underly-

ing rationale (Yong & Gao, 2023). 

3.2. Machine learning algorithms 

Multilayer Perceptron (MLP): It is a soft compu-

ting tools for constructing reliable models to address di-

verse and intricate engineering problems, mimicking the 

structure of biological neural networks. The architecture 

mainly consists of three components: an input layer con-

taining features, hidden layers with synapses, a sum-

ming point, and an activation function, and an output 

layer displaying results. This network configuration is 
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commonly referred to as MLP, employing multiple per-

ceptron’s or neural network units to compute specific in-

put data. Each layer, depending on the input elements 

from preceding layers, features a definite number of 

nodes or neurons interconnected by synapses or weights 

converging at the summation point, resulting in a modi-

fied signal post-multiplication by varying weights. The 

summation point combines input signals linearly, poten-

tially yielding a substantial output amplitude. To con-

strain the signal amplitude from the summation point, an 

activation function is employed (Deka et al., 2023).  

Support Vector Machines (SVM): Is a supervised 

learning algorithm suitable for classification and regres-

sion. In a classification scenario, it separates labeled 

training data into positive and negative classes within an 

n-dimensional space. The SVM's objective is to identify 

a hyperplane that maximizes the distance between the 

plane and the nearest data points, known as the maximal 

margin hyperplane. The hyperplane's parameters, such 

as the n-dimensional weight vector and bias value, are 

determined during the learning phase. If the data are not 

linearly separable, the algorithm allows for some mis-

classification using slack variables and an error penalty 

parameter. The optimal hyperplane is defined by solving 

a convex quadratic optimization problem. In a visual 

representation, support vectors represent the nearest data 

points to the hyperplane, and the distance between them 

constitutes the margin. This approach is effective in ad-

dressing diverse classification challenges in engineering 

problems (Araste et al., 2023). 

K-Nearest Neighbor (KNN): a supervised learn-

ing method addressing grouping problems, stands out as 

one of the most commonly employed classification al-

gorithms in literature. Its classification process relies on 

known class data, making it an example-based algorithm 

learning from the training set. Despite its simplicity, 

KNN consistently delivers competitive results and can 

even outperform more complex learning algorithms in 

certain cases, especially when dealing with a smaller 

number of classes. This method proves to be a simpler 

yet effective machine learning approach, particularly in 

situations with multiple categorized data points. KNN 

finds applicability not only in classification but also in 

solving regression problems, especially when independ-

ent variables are quantitative, and the classification pro-

cess depends on the distances between observations. 

Although possessing a straightforward structure, KNN 

does entail a high computational cost (Erdem & 

Bozkurt., 2021). 

Decision Tree (DT): Is a formalism used to ex-

press mappings, comprising tests or attribute nodes con-

nected to two or more subtrees and leaf nodes. Decision 

nodes or leaf nodes are labeled with a class, representing 

the decision. A test node calculates an outcome based on 

the attribute values of an instance, with each possible 

outcome associated with one of the subtrees. Classifica-

tion of an instance involves starting at the root node of 

the tree. If this node is a test, the outcome for the in-

stance is determined, and the process continues using the 

appropriate subtree. When a leaf is encountered, its label 

provides the predicted class for the instance (Podgorelec, 

2002). 

Naïve Bayes (NB): Serves as a straightforward 

probability classifier, determining probabilities by tally-

ing the frequency and combinations of values within a 

given dataset. Employing Bayes's theorem, the algo-

rithm operates under the assumption of independence 

among all variables, given the class variable. While this 

conditional independence assumption may be deemed 

"naive" and is rarely valid in real-world applications, the 

algorithm demonstrates a rapid learning capability 

across diverse controlled classification problems. 

Bayes's theorem, a mathematical formula named after 

the 18th-century British mathematician Thomas Bayes, 

is utilized to calculate conditional probability (Saritas & 

Yasar, 2019). 

Radom Forests (RF): Is a combination of classifi-

ers where each classifier contributes a single vote for as-

signing the most frequent class to the input vector. The 

majority vote in RF representing the class prediction of 

the random forest tree. The amalgamation of many clas-

sifiers gives RF distinct characteristics, setting it apart 

from traditional DT. Therefore, RF should be perceived 

as a novel concept in classifiers. RF enhances tree diver-

sity by growing them from different training data sub-

sets, which are created through bagging or bootstrap ag-

gregating. Bootstrap aggregating involves randomly 

resampling the original dataset with replacement, thus 

generating subsets with varied data. RF serves as an en-

semble classification algorithm that utilizes trees as base 

classifiers (Rodriguez-Galiano., et al 2012). 

3.3. Dataset description 

To assess the performance of the methods evalu-

ated in this study, a prostate cancer dataset was em-

ployed in the initial phase of the design flow. The dataset, 

accessible through the Kaggle platform (Sajid, 2018), 
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comprises observations from 100 patients (62 records 

for PCa patients and 38 records for non-PCa patients). It 

includes eight independent features (radius, texture, area, 

perimeter, compactness, smoothness, fractal dimension, 

symmetry) and one dependent variable (diagnosis 

result). The label is represented by the diagnosis results, 

categorized by two values “B” for benign tumors and 

“M” for malignant tumors. The detailed information 

about the data is presented in Table 1

Table 1. Prostate cancer dataset feature descriptions. 

Feature Description 

Radius 
Refers to the average distance from the center to the perimeter of the cancer cell. This feature 

is often used to characterize the size of the cell. 

Texture 
Describes the variation in gray-scale intensity of the cancer cell, providing information about 

the homogeneity of the cell's internal structure. 

Perimeter 
Represents the total length of the boundary of the cancer cell, offering insights into the shape 

and contour. 

Area Denotes the total area covered by the cancer cell, contributing to the overall size assessment. 

Smoothness 
Describes the local variation in radius lengths, giving an indication of how smooth or irregular 

the cancer cell surface is. 

Compactness 
Reflects the compactness of the cancer cell shape, derived from the ratio of perimeter^2 to 

area. 

Symmetry Represents the symmetry of the cancer cell shape, providing information about its regularity. 

Fractal dimen-

sion 

Describes the complexity of the cancer cell shape at different scales, offering insights into the 

irregularity and intricacy of the cell structure. 

 

4. Results and discussion 

In this section, we unveil the outcomes derived 

from the applied methodology. We start with the results 

of the feature and model selection stage; wherein numer-

ous experiments were conducted by training each model 

under different feature selection configurations (None, 

PCA and ReliefF). The optimal model from this stage 

was then chosen for subsequent parameter tuning. 

 
Figure 1. Feature relevance, PCA method (left) and ReliefF 

(right). 

For the PCA method, the feature relevance score 

for “area” is the highest, close to 1.0, while the other 

features have near to zero scores. This suggests that 

“area” is the dominant feature that explains most of the 

variance in the data, and the other features are redundant 

or irrelevant. However, this does not mean that “area” is 

the best feature for classification or regression, as it may 

not capture the differences between the classes. 

In the other way, the ReliefF method, the feature 

relevance scores are more distributed among the features. 

The feature “perimeter” has the highest score, but it is 

much lower than in the PCA method. This indicates that 

“perimeter” is still a relevant feature for classification, 

but it is not the only one. Other features, such as “area” 

and “compactness”, also have notable scores, which 

means that they are also useful for distinguishing be-

tween the classes. The remaining features have rela-

tively low relevance scores, which means that they are 

less important or redundant. 
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Figure 2. Models’ performance for None feature selection. 

 

The figure reveals that among the models, MLP 

has the widest range of accuracy (0.68±0.11), which 

suggests that it is unstable and sensitive to the data. 

SVM, DT and NB have more consistent accuracy, but 

they are still below 0.8, 0.79±0.08, 0.76±0.1 and 

0.78±0.08 respectively. NN, and RF have similar me-

dian accuracy and variability, 0.81±0.08 and 0.82±0.08 

respectively. These results imply that as some features 

may be irrelevant or redundant for the classification task. 

 

Figure 3. Models’ performance for PCA feature selection. 

 

The figure shows the PCA feature selection based 

on the “area” as unique feature. Equal to none feature 

selection, MLP has the widest range of accuracy 

(0.74±0.09), similar to DT and RF with 0.76±0.07 each. 

NN has the highest median accuracy 0.83±0.07 near are 

SVM and NB with 0.82±0.07 each. This implies that 

PCA feature selection may not be the best choice for this 

classification task, as it only considers the “area” feature 

and ignores the other features that may be relevant or 

informative. 

Figure 4. Models’ performance for ReliefF feature selection.
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Figure 5. RF parameter tunning values.

ReliefF feature selection is based on three fea-

tures: “perimeter,” “area,” and “compactness”. Here 

the results improve for four of the six models (NN, DT, 

NB, and RF) with 0.84±0.07, 0.82±0.08, 0.83±0.08 

and 0.85±0.08 respectively, being RF the best model 

in all experiments, while MLP and SVM give lower 

scores 0.65±0.15 and 0.81±0.08. This implies that Re-

liefF feature selection may be beneficial for improving 

the accuracy and stability of the models, as it considers 

the “perimeter”, “area” and “compactness” that are 

relevant and good predictors for prostate cancer clas-

sification tasks. 

Finally, we opted for the RF model during the pa-

rameter tuning phase. For this stage, we employed a 

parameter grid encompassing "number of estimators" 

(50, 100, 200), "max depth" (None, 10, 20), "minimum 

samples split" (2, 5, 10), and "minimum samples leaf" 

(1, 2, 4). The optimal model was determined to have 

the following parameter values: 200 for the number of 

estimators, 10 for max depth, 5 for minimum samples 

split, and 1 for minimum samples leaf (Figure 5). This 

refined model achieved an impressive accuracy score 

of 95% for diagnosing PCa. 

The noteworthy accuracy of this model can be at-

tributed to the combination of a substantial number of 

estimators (200), an appropriately limited tree depth 

(10), and a balanced approach to splitting samples. 

The minimal leaf samples (1) further contribute to the 

model's precision, ensuring that each leaf node cap-

tures a sufficient amount of information without over-

fitting the data. This comprehensive parameter selec-

tion enables the Random Forest model to robustly dis-

cern patterns in the dataset, leading to its high accu-

racy in PCa diagnosis. 

5. Conclusion 

In conclusion, the comparative analysis of feature 

selection methods and subsequent model performance 

evaluation highlights the nuanced nature of feature rel-

evance in PCa classification. PCA, with its emphasis 

on the dominant "area" feature, may oversimplify the 

task by neglecting other informative features, poten-

tially compromising classification accuracy. In con-

trast, ReliefF, incorporating "perimeter," "area," and 

"compactness," demonstrates improved model accu-

racy and stability, emphasizing the significance of a 

more distributed feature selection approach. The RF 

model, chosen through parameter tuning, achieves an 

impressive 95% accuracy by effectively leveraging a 

substantial number of estimators, limited tree depth, 

and balanced sample splitting. This underscores the 

importance of a meticulous parameter selection pro-

cess, contributing to the model's robust ability to dis-

cern meaningful patterns in the PCa dataset. Overall, 

the study underscores the critical interplay between 

feature selection methods and model parameters in 
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optimizing the accuracy and reliability of PCa classi-

fication models. 
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Abstract 

A brain tumor can lead to headaches, seizures, numbness or weakness in the arms or legs, changes in personality or 

behavior, nausea, vomiting, visual or hearing disturbances, or dizziness. Brain tumors are lumps or atypical expansions 

of cells that develop in the brain or central spinal canal. The current study used neural networks to identify with 

categorize brain tumors, although it has the drawbacks of longer delays in processing, overfitting, and exploding 

gradient. This study proposed a unique Hybrid Deep Belief Google Network (DBGN) system for brain tumor identi-

fication and categorization in order to get over the constraints. Pre-processing and feature extraction with categoriza-

tion are the components of this method. Utilizing the proposed Modified Global Contrast Stretching (MGCS), Hybrid 

Median and Wiener Filter (HMWF), and Modified Scharr operator to first pre-process the obtained pictures. Next, a 

fresh, efficient neural network was proposed by this study to gather and classify the brain tumor. As a result, the 

method we propose outperforms the existing approaches in relation to accuracy, precision, recall, and specificity. 

Keywords: Brain tumor, Medical imaging, Magnetic Resonance Imaging (MRI), tumor classification, deep learn-

ing, neural network.  

1. Introduction 

An arrangement of uncommon or unusual cells that 

have developed inside the brain is referred to as a brain 

tumor (Gore et al 2020). The brain's hard outer shell, the 

skull, serves as a protective barrier in case of injury. A 

major issue will arise if there is any erratic cell prolifer-

ation within it (Fernandes et al 2020 & Khan et al. 2019). 

Brain tumors come in two different varieties: benign, 

which may be cured if discovered in advance, & malig-

nant, which can be more serious and challenging to cure 

Razzaq et al. 2020 & Sharif et al. 2020). Additionally, 

around 70% of individuals suffer from primary or meta-

static brain tumors, often known as gliomas, which are 

the supreme prevalent kinds of brain tumors that rise 

from glial cells. The classifications of low-grade (oli-

godendroglia) with high-grade (glioblastoma) tumor 

cells both exhibit proliferative behavior (Amin et al. 

2020 ). When a tumor is diagnosed early in the course 

of the illness, it becomes less dangerous than when it is 

found later on, when the patient's life expectancy is re-

duced to a minimum of two years. Chemotherapy, ion-

izing radiation surgery, or a combination of these is the 

finest and greatest efficient treatment for cancer patients. 

Over a million people are diagnosed with a brain tumor 

every year, also the mortality rate associated with these 

malignancies is growing quickly, according to Global 

Cancer Research.  In young people and kids below the 

age of 34, it ranks as the second-highest rate of mortality 

(Majib et al. 2021 & Sravan et al.2020). 

A unique meta-heuristic and ML-based technique 

is offered in the current study, which is mentioned be-

low, for an early identification of brain cancer to over-

come this objection: A Support Vector Machine (SVM)-

based tumor identification technique has been suggested 

(Kabir 2020). When the data set has additional noise, 

SVM fails to operate as well. The researchers (Chen et 

al. 2021) created an Extended Kalman Filter with 
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Support Vector Machine (EKF-SVM), an image pro-

cessing framework reliant on an SVM, for automated 

brain tumor identification. The Kalman Filter, is not the 

best estimator. Additionally, a powerful system for clas-

sifying MRI brain images is offered by Mishra et 

al.2021). For feature extraction and coefficient selection, 

it uses a variety of wavelet transformations, such as the 

Discrete Wavelet Transform, Stationary Wavelet Trans-

form, and Dual-tree M-band Wavelet Transform. Alt-

hough shift sensitivity, weak directionality, with an ab-

sence of phase knowledge are drawbacks of the wavelet 

transform. 

In order to categorize the tumor grades, the re-

searchers (Sharif et al. 2020) used an Artificial Neural 

Network (ANN), where these skulls were extracted uti-

lizing the Brain Surface Extraction (BSE) procedure. To 

improve segmentation, a picture with the skull elimi-

nated is subsequently sent into PSO. The best choice of 

characteristics with classification phases is then made 

using a revised version of the Whale Optimization Al-

gorithm (WOA) that utilizes chaos concept with the lo-

gistic mapping approach (Yin et al. 2020). The WOA's 

shortcoming is that it converges slowly, and accurately, 

and is prone to a local optimum. Hence, ML-based ap-

proaches are time-consuming, and more resources are 

required and inaccuracy of the interpretation of data, to 

overcome that, DL-based techniques are proposed to 

identify & categorize brain tumors: 

By using a DNN framework, the researchers 

(Acharya et al. 2020) aimed to enhance the present best 

practice model. To improve the precision of segmenta-

tion and feature-extraction stages with the subsequent 

segmentation, this necessitated altering those stages. 

Additionally, by utilizing swarm intelligence-based 

techniques like GA, PSO, GWO, and WOA, researchers 

(Mishra et al.2021 & Irmak 2021) provided a structure 

for optimizing network settings including the weight 

and bias vector of DCNN networks. The location and 

orientation of objects were not properly encoded by the 

DCNN. Additionally, the researchers (Kujur et al.2022 

& Togacar et al. 2021) compare the classification per-

formance of significant research on four CNN forms in-

cluding CNN trained from scratch, ResNet50, Incep-

tionV3, and Xception, over two brain MRI datasets of 

pictures analyzed with and without the use of Principal 

Component Analysis.   

A brand-new residual network framework that uti-

lizes multi-scale feature fusion with global average 

pooling (GPA) has been suggested by researchers (Li et 

al. 2022 & Jun et al.2022). Still, average pooling entails 

figuring out the average for every feature map patch.  In 

order to address this, the researchers (Masood et al. 2021) 

proposed a custom Mask Region-based Convolution 

Neural Network with a dense net-41 backbone structure 

that is trained using transfer learning for precise seg-

mentation as well as classification of brain tumors. It 

works on still images, so cannot explore temporal infor-

mation of the object of interest. Moreover, the authors 

(Kumar et al. 2023) made a systematic review of recent 

deep learning, machine learning, and hybrid models for 

detecting brain cancers. Thus, this study presented a hy-

brid deep neural network for brain tumor identification 

and categorization to get beyond the aforementioned 

constraints. This study's primary contribution is as listed 

below:  

• The study addresses the common symptoms as-

sociated with brain tumors, such as headaches, 

seizures, numbness, changes in personality, and 

visual disturbances. It emphasizes the im-

portance of accurately identifying and categoriz-

ing these tumors for effective treatment. 

• The study utilizes neural networks for brain tu-

mor identification, acknowledging existing 

drawbacks such as longer processing delays, 

overfitting, and issues with exploding gradients. 

This highlights the relevance of advancing neu-

ral network techniques to overcome these limita-

tions. 

• The proposal of a Hybrid DBGN system, which 

integrates various pre-processing techniques like 

MGCS, HMWF, and Modified Scharr operator. 

These techniques aim to enhance image quality 

and facilitate more accurate tumor classificaton. 

• The study incorporates feature extraction and 

categorization components within the Hybrid 

DBGN system to efficiently gather and classify 

brain tumors. This comprehensive approach en-

sures robust performance in tumor identification. 

As a result, our proposed approach efficiently de-

tects and classifies the brain tumor. The following is how 

this research study is organized: The overview of brain 

tumor identification and categorization employing neu-

ral networks in Section 2 is followed by a discussion of 

a novel network that was developed in this study to get 

beyond the current study's constraints in Section 3. Ad-

ditionally, Section 4 deliberates the outcomes of this 

proposed strategy, and Section 5 closes this study article. 
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2. Literature survey 

 For the purpose of detecting brain tumors employ-

ing MR images, (Rammurthy et al. 2022) offered the 

Whale Harris Hawks optimization (WHHO) optimiza-

tion-driven approach. The segments' characteristics, in-

cluding the variance, the local optical orientation pattern, 

mean, tumor's size, and kurtosis, are also obtained. For 

the diagnosis of brain tumors, a deep convolutional neu-

ral network (DCNN) is also used, and its training is car-

ried out using a recommended hybrid WHHO algorithm. 

Although owing to procedures like max-pooling, the 

deep CNN frequently runs slower. In addition, the hy-

brid WHHO is susceptible to local optimums and there-

fore has a poor convergence pace. 

Utilizing a dataset from Kaggle and BRaTS MIC-

CAI that included a broad variety of cancers, every hav-

ing its dimension, position, and appearance together 

with varying degrees of image intensity, (Solanki et al. 

2023). When performing the traditional step of catego-

rization, an overall of six different classification algo-

rithms, including Naive Bayes, KNN, SVM, Logistic 

Regression, and Multi-layer Perceptron, were applied. 

After that, a CNN is deployed, showing a considerable 

improvement in efficiency as a whole when compared 

to the conventional classifiers. 

With a T1C modality MRI image, ( Patil et al. 2023 ) 

developed a shallow CNN (SCNN) and VGG16 net-

work, and then its precision and loss were assessed. The 

collected features from the two DL models were com-

bined to increase the classification accuracy of three dif-

ferent tumor kinds, which improved the model's perfor-

mance with regard to accuracy and information loss.  

The ensemble DCNN model's (EDCNN) results demon-

strated that the combination of DL models increases the 

accuracy of the challenge of classifying multiple classes 

as well as tries to solve the issue of overfitting the model 

for unbalanced datasets. 

A transfer learning-based DCNN approach was 

presented by (Malla et al. 2023)  to categorize brain ma-

lignancies. The authors employed a pre-trained DCNN 

framework called VGGNetwork that was validated on a 

large amount of data before being applied to the target 

dataset. Additionally, we use transfer learning tech-

niques like optimizing the convolutional network and 

freezing its parts to improve performance. Additionally, 

to prevent overfitting concerns and vanishing gradient 

challenges, for that, GAP is utilized in the output layer. 

A unique Hybrid-Brain-Tumor-categorization 

(HBTC) construction was established by (Nawaz et al. 

2022). It was introduced to the test for classifying brain 

tumors. Hence, the technique's effectiveness is increased 

while its inherent complexity is decreased. The feature 

vector was then subjected to a hybrid multi-features op-

timizing process that resulted in a completely optimized 

feature dataset. 

(Archana et al. 2023) suggested a different process 

for finding brain malignancies consuming the Bagging 

Ensemble with KNN (BKNN) with the goal to increase 

the precision and quality rate of KNN. A U-Net frame-

work is utilized originally for picture segmentation, then 

a Bagging-based KNN prediction method is utilized for 

classification. U-Net is used to increase the regularity 

and precision of parameter distribution in levels. Big 

data sets make it extremely costly to determine the dis-

tance between every new point with every old point, 

which lowers the technique's efficiency even while ac-

curacy has increased. In the years to come, the accuracy 

of classification can be improved by employing super-

vised techniques like CNNs. 

To identify brain cancers, ( Asad et al. 2023 ) sug-

gested a deep CNN using a stochastic gradient descent 

(SGD) optimization technique. Utilizing ResNet-50 

model, the public Kaggle brain-tumor dataset is con-

sumed to test the multi-classification of brain tumors. 

A Harris Hawks Optimized Convolution Network 

(HHOCNN) strategy was suggested by (Kurdi et al. 

2023). The MRI data gathered from Kaggle dataset, 

that includes both normal and pathological brain scans, 

is used to assess the suggested technique. The output is 

recognized by the totally convolute layers by adjusting 

the parameter in accordance with HHO algorithm. The 

Harris Hawks optimizing approach, which draws inspi-

ration from nature, reduces the misclassification error 

rate and increases total tumor detection precision. 

(Kumar et al.), suggested a conditional integration 

and supplementary classification of brain tumors by pre-

training a Style-based Generative Adversarial Network 

(GAN). In order to enhance classification accuracy 

when the training data is limited, the discriminator of the 

pre-trained GAN is tweaked utilizing advanced data 

augmentation techniques. The scheme works properly 

even when there are few data points available. 

(Saeedi et al, 2023)., a convolutional auto-encoder 
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network, a unique 2D CNN structure, with six widely 

used ML methods created for brain tumor identification. 

A 𝑇1-weighted, contrast-improved MRI dataset consist-

ing of three different kinds of cancers with a healthy 

brain without tumors was used for this categorization. 

(Babu et al 2023)., suggested Artificial Bee Colony 

(ABC) Optimization to eliminate malignancies from 

brain MRI data in combination with thresholding. To re-

store the CNN's learning rate for the last hybrid classifi-

cation, an additional optimization strategy is utilized. 

The learning rate of CNN is expanded by utilizing the 

butterfly optimization procedure for superior categori-

zation. This work might be expanded in subsequent 

years to segment and pinpoint the location of sub-tu-

moral sections, i.e., for improving non-enhance and en-

tire tumors.  With an objective to increase the accuracy 

and Diagnostic Confidence Index (DCI) of the present 

study, we also want to examine an extra robust technique 

for a sizable archive of healthcare images with a selected 

classifier by combining a number of classifiers. 

The following discussion addresses the disad-

vantages of the current methods for finding and catego-

rizing brain tumors based on the evaluations provided 

above: CNN with hybrid WHHO has slower perfor-

mance due to the max-pooling layer and is more prone 

to falling into the local optimum, which increases 

execution time. The VGG-16 network requires more 

time to train its parameters, the MLP has too many pa-

rameters because it is fully connected, which negatively 

affects performance. This study thus suggested a unique 

hybrid network for brain tumor identification and cate-

gorization to get over the aforementioned constraints. 

3. The Novel framework for brain tumor 

classification 

To get beyond the aforementioned drawbacks, this 

study introduced a unique Hybrid Deep Belief Google 

Network (DBGN) structure for brain cancer recognition 

and categorization. The three essential processes in this 

innovative architecture are pre-processing feature ex-

traction, and classification. Image enhancement, de-

noising, & recognition of edges are first carried out dur-

ing the pre-processing step. For image enhancement, 

this research proposed a MGCS, to denoise the images 

Hybrid Median and Wiener Filters are proposed, and to 

detect the edges in the images, this research proposed a 

modified Scharr Operator. The following phase entails 

the proposal of a fresh, optimal neural network for the 

extraction and classification of brain tumor feature in-

formation. Here, to extract the features HH-BWO-based 

DBN is proposed, and following that, the brain tumor is 

classified by using GoogLeNet auxiliary classifier.  Fig-

ure 1 depicts the proposed method's design. 

 
Fig 1. Architecture of the proposed approach 
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3.1 Dataset description 

As demonstrated in Figure 2, the model we pro-

posed was analyzed and evaluated using data from an 

open-source brain tumor dataset (Ozkaraca et al.2023). 

The data set has an overall four classifications, as il-

lustrated in Figure 2. These are MRI scans of the brain 

taken from healthy (H), meningioma tumor (MT), pi-

tuitary tumor (PT), and glioma tumor (GT). The MRI 

image dataset includes 7022 files. The collection in-

cludes 405 photos of healthy people and 300 photo-

graphs each of GT, MT, PT, and H. For this investiga-

tion, 800 photos have been taken. We divided this up 

into 200 photos for glioma, 200 for meningioma, 200 

for pituitary, and 200 for healthy people. The Kaggle 

program offers the dataset as open-source data. This 

kind of brain tumor is labeled on each 224 224 JPEG 

file, which is included in the collection. 80% of this 

dataset is used for training, while 20% is used for test-

ing. 

 
Figure 2. Classes of the dataset 

3.2 Pre-processing (P-P) phase   

The first phase of the proposed approach is pre-

processing, where image enhancement, denoising, and 

edge detection are carried which is described in the 

following section. 

3.2.1 Image enhancement  

The weaknesses of obtained MRI images include 

blurriness and poor contrast.  The contrast enhance-

ment method is essential for enhancing the clarity and 

contrast of MRI images. Contrast stretching is the 

technique of widening the color space such that all 

possible values may be used to enhance a picture. It 

alters how many digital integers are distributed across 

every single pixel in a picture along with their range.  

As a result, the novel MGCS contrast-enhancing ap-

proach has been suggested. For every RGB (Red, 

Green, and Blue) component of the picture, it estab-

lishes the most recent lowest & highest values. 

In order to calculate the updated lowest and high-

est possible values for every single of the RGB ele-

ments in the image using the MGCS technique, a num-

ber of parameters must be acquired. The lowest and 

highest proportions, the sum of pixels in every pixel 

point, overall quantity of pixels falling within a speci-

fied minimum %, and the total number of pixels falling 

inside a specified maximum proportion are all in-

cluded in these figures. Additionally, it enhances con-

trast by expanding the intensity levels in an image to 

include a specified range of values. However, the con-

trast-stretching algorithm is susceptible to noise, so a 

hybrid median and wiener filter is proposed to effec-

tively reduce the noise, as described below. 

3.2.2 Denoising  

To eliminate the noise in the enhanced images, 

this research offered a Hybrid Median and Wiener Fil-

ter (HMWF), here, a median filter reduces the noise, 

in addition, a wiener filter is used to efficiently remove 

the blurring. Images can be obtained by applying me-

dian and Wiener filters. The following is a description 

of the fundamental steps of the wiener and median fil-

ters: 

The initial matrix of the spatial noise reduction 

filter is configured to be of size m × n. For the im-

proved image (section 3.1.1), the matrix is utilized to 

generate new pixels with sizes according to their val-

ues. The median filter then transforms every pixel's 

value into median pixel value, which is equal to center 

pixel assessment of the matrix. Additionally, the 
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wiener filter utilizes both variation and average pixel 

values in m × n-sized matrix, as illustrated in the ex-

ample below: 

𝜇 =
1

𝑀𝑁
∑ 𝑎(𝑚, 𝑛)                            𝑚,𝑛𝜀𝜂   (1) 

𝜎2 =
1

𝑀𝑁
∑ 𝑎2

𝑚,𝑛𝜀𝜂 (𝑚, 𝑛) − 𝜇2                 (2) 

Where MN is the image's size, 𝜇 is its mean, 𝜎2 

is its variance from noise, m × n is the size of the 𝜂 

neighborhood region, and 𝑎(𝑚, 𝑛) denotes every pixel 

in the neighborhood 𝜂.  Utilizing the estimated values, 

the Wiener filter is applied to new pixels, that can be 

expressed as 𝑏𝑤(𝑚, 𝑛). 

𝑏𝑤(𝑚, 𝑛) = 𝜇 +
𝜎2−𝑣2

𝜎2 . (𝑎(𝑚, 𝑛) − 𝜇)    (3) 

Where v2 is the matrix's noise variance setting 

used in the Wiener filter implementation. Regardless 

of the noise level, the wiener filter reduces the mean 

square error. To overcome the limitations, this re-

search proposed a hybrid median and wiener filter 

(HMWF) which is described as follows: Applying the 

median filter to the backdrop of deteriorated photos, 

this approach enhances the image quality. Addition-

ally, this HMWF uses the wiener filter to mostly main-

tain the edge signal. The HMWF approach, which re-

lies on the wiener filter, reduces noise in the deterio-

rated image by replacing the matrix's pixel values with 

median values.   

The median value (�̃�) is used in place of the av-

erage value (𝜇) in the wiener filter equation. The fol-

lowing is a representation of the HMWF: 

𝑏𝐻𝑀𝑊𝐹(m, n) = �̃� +
𝜎2−𝑣2

𝜎2 . (𝑎(𝑚, 𝑛) − �̃�)  (4) 

The proposed HMWF technique removes the 

background noise signal. Because of this, the HMWF 

approach can significantly outperform traditional fil-

ters in terms of denoising impact. However, the edges 

of the images are not preserved by the proposed 

HMWF technique, to overcome the limitations this re-

search proposed a Modified Scharr Operator which is 

described as follows: 

3.2.3 Edge detection  

To preserve the edges of MRI images, this re-

search proposed a Modified Scharr Operator, here, we 

utilize the Laplacian method, and an image's Laplacian 

indicates areas where the intensity changes quickly. 

The MRI image's X and Y directions are first evalu-

ated using the Scharr operator, and then the images are 

sharpened using either a positive or negative Laplacian 

operator. 

Utilizing the Scharr operator, the initial deriva-

tive can be utilized to identify and highlight gradient 

edges or features in a picture. The x and y axes such as 

(dx = 1, dy = 0; dx = 0, dy = 1) are the two axes that 

are frequently used to determine gradients. It increases 

the variance among the pixel values by amplifying the 

weight coefficient. However, the Scharr derivative 

cannot be computed for both X and Y directions sim-

ultaneously. Therefore, we apply a positive or negative 

Laplacian operator on the derived results of the Scharr 

operator.  We have a conventional image in Positive 

Laplacian, where the corner components of the picture 

must be zero and the center element of the picture must 

be negatives. We have a typical picture in the negative 

Laplacian operator, where the center element ought to 

be positive. The remainder of the components in the 

mask ought to be -1, while each of the elements in the 

corner must be set to zero. The sharpened picture is 

then obtained by subtracting the outcome from the 

original picture. 

 

Figure 3. Pre-processed result (a) original image (b) MGCS 

(c) HMWF (d) Scharr Operator 
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The pre-processing step of this research im-

proved the MRI images by removing noise and main-

taining image edges, which increased the accuracy for 

identifying and classifying brain tumors. 

3.3 The novel optimized neural network 

proposed 

The unique optimal neural network developed for 

brain cancer feature extraction and categorization is 

then fed the preprocessed pictures. Here, Deep Belief 

Network (DBN) is proposed to remove the features in 

the dataset such as color, and shape features. Moreover, 

to fine-tune the hyperparameters in the DBN network, 

this research proposed a Harris hawk – Black Widow 

Optimization (HH-BWO) that is explained in the part 

below. 

3.3.1 Optimization-based feature extrac-

tion 

 

Pre-processed 

Input (X)

h0

h1

h2

h3

W1

W2

W3

P(h1|X)

P(h2|h1)

P(h3|h2)

 

P(h2|h3)

 

P(h1|h2)

 

P(X|h1)

 
RBM 3

RBM 2

RBM 1

Harris hawks – Black 

Widow Optimization 

(HH-WBO)

Fine 

Tuning

 

Extracted 

Features

Output

 
Figure 4. Architecture of Optimized Deep Belief Network. 

A stacked Restricted Boltzmann Machine (RBM) 

and Sigmoid belief network make up the DBN, a gen-

erative model of the DNN (see Figure 3). Three 

stacked RBMs with three hidden layers—

{ℎ𝑖𝑑1, ℎ𝑖𝑑2, ℎ𝑖𝑑3} —can be found in the provided 

DBN. The procreative stochastic ANN, represented by 

the RBM1 in Figure 4, is created by connecting the in-

put vector  {𝑖𝑛𝑝 𝑋 = ℎ𝑖𝑑0} and the hidden layer ℎ1. 

The RBM1 was trained using the constructive di-

vergence method because DBN only takes into ac-

count one stratum for first- stratum training. To freeze 

the weight W1 for second-stratum training, the upper 

stratum of DBN is treated as RBM 2, and lower stra-

tum is treated as a sigmoid belief network. Similar to 

second- stratum training, 3rd stratum training consid-

ers the top stratum to be RBM-3 and the other two to 

be sigmoid belief networks, freezing weights W1 and 

W2. Equation (5) presents mathematical representa-

tion of the DBN. 

 

 

𝑃(𝑖𝑛𝑝 𝑋, ℎ𝑖𝑑 1, ℎ𝑖𝑑2, … ℎ𝑖𝑑𝑛) = 𝑃(𝑖𝑛𝑝 𝑋| ℎ𝑖𝑑1) 𝑃(ℎ𝑖𝑑1|ℎ𝑖𝑑2)…𝑃(ℎ𝑖𝑑(𝑛−2)| ℎ𝑖𝑑(𝑛−1)) 𝑃(ℎ𝑖𝑑(𝑛−1)|ℎ𝑖𝑑𝑛)    (5) 

The probability 𝑃(ℎ𝑖𝑑(𝑛−1), ℎ𝑖𝑑𝑛) of (1) is deter-

mined through RBM using (6) and (7). 

𝑃(ℎ𝑖𝑑𝑖| ℎ𝑖𝑑(𝑖+1)) = ∏ 𝑃(𝑗 ℎ𝑖𝑑𝑗
𝑖|ℎ𝑖𝑑(𝑖+1))                

 (6) 

𝑃(ℎ𝑖𝑑𝑗
𝑖 |ℎ𝑖𝑑(𝑖+1)) = 𝜎(𝑏𝑗

𝑖 + ∑ 𝑊𝑘𝑗
𝑖𝑖+1

𝐾 ℎ𝑖𝑑𝑘
𝑖+1)         

  (7) 
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The RBM has the ability to create characteristics 

& rebuild inputs. Then, this research presented a Har-

ris Hawks - Black Widow Optimisation (HH-BWO) to 

precisely adjust the hyperparameters in the DBN net-

work. However, the HHO algorithm can easily fall into 

a local optimum, this drawback is overcome by HHO-

BWO, which provides a fast convergence speed and 

avoids local optima problems.  

A novel meta-heuristic optimizer called HHO 

and BWO is prompted by the way Harris' hawks and 

black widow spiders in nature locate food sources. In 

the initial phase of the Harris Hawks Algorithm, many 

hawks outbreak a hunt simultaneously to astonish it 

(exploration stage). Hawks may do a series of quick 

dives as they approach the target to startle and tire it, 

which reduces its chances of escaping and fleeing 

throughout the hunt (exploitation period). The HHO 

algorithm may change from exploration to exploita-

tion and then between various exploitative phases de-

pends on the target's energy as it is escaping. The en-

ergy required for the search can be significantly re-

duced by jogging. The energy of the target may be de-

scribed as follows to represent its actions: 

𝐸𝑛𝑒𝑟𝑔𝑦 (𝐸𝑔𝑦) = 2𝐸0 (1 −
𝑖𝑡𝑒𝑟

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
)       (8) 

Where 𝑖𝑡𝑒𝑟𝑚𝑎𝑥  the greatest amount of iterations, 

𝐸𝑔𝑦0 represents the beginning Egy of the target, and 

Egy symbolizes running and escaping energy of the 

hunt or target at every iteration of method. The user 

ought to pick the value for 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 . At every stage of 

this procedure, 𝐸𝑔𝑦0 fluctuates at random within the 

range (-1, 1). When 𝐸𝑔𝑦0′s value rises from (0, 1), it 

implies that target is reinforcing, and once it falls from 

0 to -1, it denotes that the hunt is exhausted. After sev-

eral trials & iterations, the energy of the fleeing target 

will steadily deplete. As a result, the BWOA starts 

with a spider search agent (population), where every 

spider represents a potential applicant. As partners, 

these early spiders try to produce a new generation. 

The main components of the proposed BWOA are 

movement and scent. The following is a description of 

the BWOA mathematical simulation: 

Movement: Formula (9), which describes spider's 

movements inside the web, shows that they were both 

linear and spiral. 

𝑝𝑖⃗⃗  ⃗(𝑛 + 1)

= {
𝑝 𝑏𝑒𝑠𝑡(𝑛) − 𝑞𝑝 𝑟1(𝑛)             𝑖𝑓 𝑟𝑎𝑛𝑑() ≤ 0.3

𝑝 𝑏𝑒𝑠𝑡(𝑛) − cos(2𝜋𝛿) 𝑝 𝑖(𝑛)        𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟 𝑐𝑖𝑟𝑐𝑢𝑚𝑠𝑡𝑎𝑛𝑐𝑒
          

  (9) 

Where, 𝑝𝑖⃗⃗⃗  (𝑛 + 1) is the newly created location of 

a pursuit agent, 𝑝 𝑏𝑒𝑠𝑡(𝑛) is preceding iteration's best 

pursuit agent, 𝑞 corresponds to a randomly generated 

float number, 𝑟1 varies from one, and supreme size of 

pursuit agents produced by a random number, 𝑝 𝑟1(𝑛) 

location of 𝑟1  pursuit agent, δ is a randomly created 

float number in the interim, 𝑝 𝑖(𝑛) is the location of the 

current pursuit agent. 

Scents:  When spiders mate, scents play a vital 

role. Low scent rates in female spiders are a sign of 

cannibalistic behavior. Male spiders often do not like 

scent -poor female spiders. Another female spider 

might be used in place of it for low scent rates, defined 

as notches of 0.3 or lower. Formula (10), which mon-

itors the spider's position, tells it to migrate away from 

female spiders with low scent rates. The scent rate as-

sessment is represented by the equation. 

Scent (𝑖) =
(𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡−𝑓𝑖𝑡𝑖)

(𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡−𝑓𝑖𝑡𝑏𝑒𝑠𝑡)
      (10) 

𝑓𝑖𝑡𝑖  is the present fitness value of ith pursuit 

agent, where 𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡  is present generation's worst fit-

ness value, 𝑓𝑖𝑡𝑏𝑒𝑠𝑡 is present generation's best fitness 

value, etc. The proposed strategy improves fitness 

quality and creates a better balance among the explo-

ration and extraction stages by updating the low scent 

rate pursuit agent rather than the entire pursuit agent 

before the following iteration. 

As a result, this research extracted the features 

such as color and shape features by using the proposed 

Harris hawks – Black Widow Optimization based deep 

belief network (figure 5). This proposed network pro-

vides a fast convergence speed and avoids local optima 

problem.  next that, GooLeNet's suggested Auxiliary 

classifier, that is covered in the next section, is given 

the retrieved features. 
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Figure 5. Architecture of the proposed HH-BWO 

3.3.2 A novel auxiliary classifier for brain 

tumor classification 

This study used an auxiliary classifier in the 

Google Neural Network to categorize the brain tumor.  

After training, a small CNN is used as an auxiliary 

classifier; any losses it experiences are added to the 

network's overall losses. GoogLeNet employs auxil-

iary classifiers for an extra network, in contrast to In-

ception v3, which utilizes them as a regularizer.  In our 

research, the auxiliary classifier is to perform a classi-

fication based on the inputs and adds the loss calcu-

lated during the training back to the total loss of the 

network.  

 

 

Figure 6. Proposed Auxillary Classifier 

Figure 6 illustrates an auxiliary classifier, that 

includes layers of average pooling layers fully con-

nected layer, and softmax function. This comprises a 
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softmax categorization level, two fully connected lay-

ers with 1024 outputs each and 1000 outputs each, a 

3×3 average pooling layer with a stride of 3, 3×3 con-

volutions, and 128 filters. The loss of the auxiliary 

classifier units is multiplied by 0.4 and then added to 

the overall network loss when we train the neural net-

work. These levels offer regularization as well as as-

sistance in overcoming the gradient vanishing issue. 

The outlined auxiliary classifier is used to clas-

sify the brain tumor as a PT, MT, GT, or H, increasing 

efficiency and performance parameters (accuracy, pre-

cision, recall, and specificity) of brain tumor identifi-

cation along with categorization. The findings of the 

unique optimized neural network for feature extraction 

and classification from brain tumors are then presented 

in the next section. 

4. Results and discussion  

This segment, the proposed approach's perfor-

mance & comparison findings are discussed in addi-

tion to the results of its execution. Python 3 is em-

ployed for implementing the results of the proposed 

neural network for effectively detecting brain tumors 

and their types. 

4.1 Obtained results from the proposed 

approach 

 

 

Figure 7. Results of GT (a) before P-P (b) after P-P 

 

Figure 8. Results of MT (a) before P-P (b) after P-P 
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Figure 9. Results of PT (a) before P-P (b) after P-P 

 

Figure 10. Results of H (a) before P-P (b) after P-P 

Figures 7 to 10 display the pre-processing results 

for GT, MT, PT, and H. The proposed innovative Hy-

brid Deep Belief Google Network (DBGN) architec-

ture for brain tumor identification and classification is 

then fed these pre-processed pictures. The pre-

processing procedures increase the brain tumors' accu-

racy in categorization. 

 



DOI: 10.6977/IJoSI.202406_8(2).0008 

S. Kumar, U. Pilania, et al./ Int. J. Systematic Innovation, 8(2), 95-112 (2024) 

106 

 

Figure 11. Confusion Matrix 

Figure 11 shows the proposed auxiliary classifi-

er's performance for detecting & categorizing brain tu-

mors in Google Net. The brain tumor in the MRI da-

taset is shown in Figure 11. A confusion matrix on the 

main diagonal displays the properly detected brain tu-

mor from top left to bottom right. In the other cells, 

known as genuine negatives or false negatives, the er-

roneous labels are visible. The proposed hybrid model, 

therefore, produces superior outcomes.  

The performance of the unique strategy for clas-

sifying brain tumors is assessed using the performance 

of the approach we propose and several measures, in-

cluding accuracy, precision, recall, sensitivity, and 

specificity. The calculations that follow are used to as-

sess the 𝐴𝑐𝑐𝑢 , 𝑃𝑟𝑒 , 𝑅𝑒𝑐𝑎 and 𝑆𝑝𝑒𝑐  of various perfor-

mance characteristics. Here, Tp, Tn, Fp, and Fn stands 

for True positive, True negative, False positive, and 

False negative. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝑐𝑐𝑢) = 
Tp+Tn

Tp+Tn+Fp+Fn
  (11) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑟𝑒) = 
Tp

Tp+Fp
   (12) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅𝑒𝑐𝑎) = 
Tp

Tp+Fn
   (13) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆𝑝𝑒𝑐) = 
Tn

Fp+Tn
  (14) 

4.2 Performance Parameters  

The different performance metrics of the pre-

sented innovative optimized neural network for the ex-

traction and categorization of brain tumor feature are 

described in this subsection. 
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Figure 12. Training and Validation Accuracy, Loss 

 Figure 12 shows that at epoch 28, the training 

and validation accuracy scores are 0.83 and 0.9906. 

The training accuracy is greater than the validation ac-

curacy when using our suggested optimization-based 

DBN model, proving the effectiveness of the proposed 

approach. At epoch 27, the loss for training and vali-

dation is 0.1747 and 0.0326, correspondingly. Accord-

ing to Figure 12, when employing the optimization-

based DBN technique we've proposed, the training 

loss is lower than the validation loss. 

 
Figure 13. Training Accuracy and Precision 

 
Figure 14. Performance evaluation metrics of the proposed approach 
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The proposed technique's performance evalua-

tion measures are shown in Figure 14. 𝐴𝑐𝑐𝑢 , 𝑃𝑟𝑒 , 

𝑅𝑒𝑐𝑎 and 𝑆𝑝𝑒𝑐   values were 98.8%, 97.75%, 98.31%, 

and 99.12% respectively. By adopting a cutting-edge 

Hybrid Deep Belief Google Network (DBGN) archi-

tecture, the performance of our suggested achieves im-

proved accuracy, precision, recall, and specificity. 

 

4.3 Comparison analysis 

 The proposed technique is compared to existing 

methods in this section, including, Whale Harris 

Hawks optimization - Deep Convolutional Neural 

Network (WHHO - DCNN) ( Rammurthy et al. 2022 ), 

Basic CNN [34], VGG 16 Net [34], Densenet (Ozka-

raca et al. 2023) and Modified CNN (Ozkaraca et al. 

2023) . 

Table 1. Comparison analysis on existing vs proposed approach 

Techniques 
Accu-

racy 

Preci-

sion 
Recall 

Whale Harris Hawks optimization - Deep Convolutional Neural Network (WHHO - DCNN) 
( Rammurthy et al. 2022 )  

81.1% - 77.8% 

Basic CNN (Ozkaraca et al. 2023) 92.32% 92.25% 90.00% 

VGG 16 Net (Ozkaraca et al. 2023) 91.03% 86.25%, 86.25% 

Densenet (Ozkaraca et al. 2023) 90.30% 87.75% 87.75% 

Modified CNN (Ozkaraca et al. 2023) 98.55% 96.0% 96.0% 

Proposed Approach 98.8% 97.75% 98.31% 

 

 

Figure 15. Comparison methods on brain tumor classification of 𝐴𝑐𝑐𝑢, 𝑃𝑟𝑒, and 𝑅𝑒𝑐𝑎 

 Figure 15 displays the comparison of total 𝐴𝑐𝑐𝑢, 

𝑃𝑟𝑒, and 𝑅𝑒𝑐𝑎. Utilizing the cutting-edge Hybrid Deep 

Belief Google Network (DBGN) framework enhances 

the efficiency of the proposed technique. When 
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compared to the baseline procedures shown in Table 1, 

our proposed approach achieves improved accuracy, 

precision, and recall. 

5. Conclusion 

 This study proposes a unique Hybrid Deep Be-

lief Google Network (DBGN) framework for identify-

ing and categorizing brain tumors. The three essential 

processes in this innovative architecture are pre-pro-

cessing feature extraction, and classification. Image 

enhancement, denoising, and recognition of edges 

have to be carried out during pre-processing step.  

Then, to remove features of Deep Belief Network 

(DBN) is proposed, moreover, to fine-tune the hyper-

parameters in the DBN network, this research pro-

posed a Harris hawk – Black Widow Optimization 

(HH-BWO). Then, to classify the brain tumor this re-

search utilized an Auxillary classifier in the Goog-

LeNet. As a result, our proposed approach provides 

higher performance in terms of accuracy, precision, re-

call, and specificity of 98.8%, 97.75%, 98.31%, and 

99.12% when compared to the existing approaches. 
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