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Abstract 

Indonesia has the most prominent digital economy in Southeast Asia and has a promising market for e-
commerce companies to compete and dominate the online market share. This also gave rise to an increment in 
the number of customer reviews of a product or service provided. Online customer reviews can be utilized to 
analyze the repurchase intention of e-commerce customers. However, many features appearing in customer 
reviews increased the repurchase intention predictive model complexity. A process to choose a subset of features 
and reduces the number of features in data is called feature selection. This paper proposed a method of feature 
selection to pre-process the inputs to the predictive model. The selection is performed using a metaheuristic 
called Binary Particle Swarm Optimization (BPSO) combined with Sentiment Orientation-Pointwise Mutual 
Information to sort the features. The sorting corresponds to the particle dimension, which is a part of the particle 
encodings that affect the metaheuristic’s performance in solving the problem. The results show that the proposed 
method reduces and selects the best features to construct a predictive model of repurchase intention from online 
customer reviews on two datasets that are written both in Indonesian and English. Compared to the baseline 
model before performing feature selection, the accuracy of the predictive models evaluated using k-Nearest 
Neighbors on both datasets increased by 5.40% (75.91% to 81.31%) and 8.50% (71.37% to 79.87%), 
respectively.  
 
Keywords: Binary Particle Swarm Optimization, Feature Selection, Online Customer Reviews, Repurchase 
Intention.  
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1. Introduction 

Indonesia is the tenth largest economy in the 
world and is expected to have the largest digital 
economy in Southeast Asia and will likely reach $330 
billion in value by 2030 (Chandra 2021). An article 
published by ISEAS in August 2021 (Negara and 
Soesilowati 2021) stated that Indonesia's digital 
economy has approximately 40% of the total regional 
market share. Rising internet penetration and the usage 
of smartphones in Indonesia are among the main 
factors contributing to the remarkable growth of e-
commerce. The online market or e-commerce in 
Indonesia has continued its expansion during the 
COVID-19 pandemic. In addition, We Are Social in 
Digital 2021: Indonesia (DataReportal 2021) reported 
that, in January 2021, 87.1% of internet users in 
Indonesia aged 16 to 64 purchased a product online 
from any device. Many e-commerce companies have 
been competing to dominate the online market share in 
Indonesia. Note that, to dominate the market, 
companies must develop and improve the quality of 
products and services they offer and provide.  

Repurchase intention is a customer's judgment on 
repurchasing the same products or services from the 
same company based on their experience (Hellier et al., 
2003). Based on Social Learning Theory (SLT), self-
efficacy influences people's decisions about what 
actions to take. People tend to learn from performance 
accomplishments (i.e., past experiences) to influence 
their actions. The role of self-efficacy is vital in the 
repeat buying behavior of e-commerce customers 
(Chen 2012). 

Quality is an essential factor related to repurchase 
intention (Suryadi 2020). Customer satisfaction is 
crucial in mediating the effect of quality variables 
positively on customers' repurchase intention, such as 
product quality (Vashti and Antonio 2021). This 
argument is also supported by the research stating that 
product quality positively affects repurchase intention 
and is associated with customer satisfaction. In 
addition, price perception, through customer 
satisfaction, affects repurchase intention (Suhaily and 
Soelasih 2017). The previous research implies that 
quality and price perception are associated with 
customer satisfaction. When customers are satisfied, 
customers tend to make repeat purchases. 

Most research and papers on repurchase intention 
or customer satisfaction rely on common traditional 
data collection methods, such as interviews (Mendoza 

2020), surveys (Nguyen et al., 2021) (Trivedi and 
Yadav 2018), questionnaires (Tsai et al., 2016). These 
methods, however, are time-consuming and costly to 
carry out. This paper offers a relatively new method of 
predicting repurchase intention using online customer 
reviews. Customer review contains textual content on 
customers' opinion of products or services they had 
experienced that is related to their repurchase intention. 

Nowadays, machine learning is an important 
technique in a broad area, including e-commerce and 
marketing. In marketing, machine learning offers 
advantages and is usually compared to traditional 
methods such as econometric methods. The role of 
machine learning techniques allows e-commerce to 
make strategic and crucial decisions on time. 
Moreover, machine learning provides valuable insights 
for e-commerce marketers and product manufacturers 
to improve their products or services (Suryadi 2020). 
Furthermore, feature selection and optimization may be 
applied to machine learning to achieve higher 
efficiency and performance for many problems, 
including marketing problems (Brei 2020). 

Customer reviews are documents that may be 
represented as a collection of words or bag-of-words 
(features). These documents are high-dimension 
vectors where each dimension corresponds to the 
number of features (Nedjah et al., 2009). To solve this 
complexity, feature selection may be proposed to 
reduce the number of irrelevant and redundant features 
in the feature space while improving the accuracy of 
the constructed prediction model. In machine learning 
and statistics, feature selection is a technique to reduce 
the dimensionality of data by choosing subsets that 
consist only of relevant features by removing 
irrelevant, redundant, or noisy features from the 
original feature set (Miao and Niu 2016). Feature 
selection has been applied in broad practical 
applications, such as image processing (Bins and 
Drapper 2001), bioinformatics (Saeys et al., 2007), text 
mining (Forman 2003), and (Du et al., 2019). 

Text mining has become more popular as it tries to 
gather valuable information from textual data (Dang 
and Ahmad 2014). Forman (2003) performed an 
experimental study on 229 text classification problem 
instances of twelve feature selection methods. Du et al. 
also performed feature selection on textual problems, 
specifically on online customer reviews. However, with 
the emergence of textual analysis, especially on online 
customer reviews, 
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the research on analyzing Indonesian textual 
content, such as customer reviews, is still limited. This 
paper uses customer reviews (written both in 
Indonesian and English) collected from the Indonesian 
cosmetics e-commerce, sociolla.com.  

This research aims to apply feature selection to 
textual features (i.e., customer reviews) using Binary 
Particle Swarm Optimization (BPSO). Feature 
selection on textual features is used to help to construct 
a better and more efficient predictive model. The 
Binary Particle Swarm Optimization (BPSO) algorithm 
is a version of Particle Swarm Optimization that has 
been used in binary problems (Xue et al., 2014). 
Examples of binary problems are those involving labels 
such as "yes" or "no", "included" or "not included" 
(Khanesar et al., 2017). The subsequent section will 
further detail the arguments for selecting BPSO. 

Similar previous works on selecting textual 
features using BPSO have the purposes of sentiment 
classification and text summarization (Shang et al., 
2016; Suganya & Priya, 2017; Suganya et al., 2019). 
Those purposes are different from this paper's purpose, 
i.e., classifying customer repurchase intention. 
Customers who intend to repurchase may express 

positive and negative sentiments in their reviews. That 
is also the case for customers who do not intend to 
repurchase. Therefore, this paper's purpose is different 
from sentiment classification in the previous works. 

Moreover, considering the essential role of 
encoding in metaheuristic algorithms, this paper 
proposes a novel way to sort the features (which 
correspond to the dimensions of a particle in BPSO) 
according to a measure called Sentiment Orientation-
Pointwise Mutual Information (SO-PMI). Encoding the 
particle in BPSO is important because encoding 
influences the algorithm’s performance in solving the 
problems (Zavala et al., 2014). More specifically, the 
importance is due to the dependence of the movement 
or variation operators in BPSO on the encoding (Osaba 
et al., 2022). 

The remainder of this paper is divided into four 
sections as follows. In Section 2, literature reviews are 
presented. Section 3 presents the methodology used in 
this research. Section 4 presents the results of a case 
study and a discussion of the experiments in this 
research, followed by conclusions and potential future 
works in Section 5. 

2. Literature reviews 

2.1 Metaheuristics for feature selection 

Feature selection is a technique for choosing a 
subset of features in data used during the pre-
processing step (Cherrington, et al. 2019). Feature 
selection has two objectives: first, it is to reduce the 
number of irrelevant and redundant features (Bing et 
al., 2013) and to improve model significance and 
performance (Cherrington, et al. 2019). Feature 
selection is arduous as there can be a complex 
interaction between features and a large search space 
(Bing et al., 2013). 

Feature selection may be performed by a number 
of methods. There are three main categories of feature 
selection algorithms: filter approaches, wrapper 
approaches, and hybrid approaches. The filter approach 
uses independent criteria. The wrapper approach, such 
as the metaheuristics algorithm, is bound to the 
predetermined classifying algorithms. In other words, 
this approach considers the interaction between the 
classifying algorithm and the metaheuristic algorithm 
(Shroff and Maheta 2015). The hybrid approach 

combined the filter approach and wrapper approach. 
Research done by Kohavi and John (Kohavi and John 
1997) concludes that wrapper approaches are superior 
to filter approaches, such as tf-idf, even though filter 
approaches are arguably less expensive 
computationally. 

Metaheuristic algorithms, such as Particle Swarm 
Optimization (PSO), Ant Colony Optimization (ACO), 
and Genetic Algorithm (GA), are methods that may 
obtain a near-optimal solution to a complex problem 
effectively. The binary version of Particle Swarm 
Optimization (BPSO) is chosen in this paper, 
considering that PSO computing time is the fastest 
among the three algorithms, even though GA generates 
a better performance (Gunantara and Putra 2019). Also, 
compared to GA, PSO is easier to implement to its few 
parameters and can converge faster (Cervante et al., 
2012).  

Compared to ACO, research that compared ACO, 
PSO, and a proposed hybrid method of ACO-PSO on a 
feature selection problem by Menghour and Souci-
Meslati in 2016 showed that the simple PSO approach 
is the second best method in general, after the hybrid 
ACO-PSO (Menghour and Souici-Meslati 2016). The 
effectiveness of PSO on feature selection is also 
supported by survey research on feature selection using 
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five different binary metaheuristic algorithms (Binary 
Particle Swarm Optimization, Binary Differential 
Evolution, Binary Antlion Optimizer, Binary Grey 
Wolf Optimizer, and Binary Gaining Sharing 
Knowledge Based Algorithm). Even though, in general, 
the Binary Gaining Sharing Knowledge Based 
Algorithm performs better than the other four, Binary 
Particle Swarm Optimization (BPSO) takes relatively 
less computational time (depending on the size of the 
datasets)  (Agrawal et al., 2021). Due to these results 
and advantages, PSO is considered a promising method 
for feature selection. 

Other algorithms, such as random forest, 
AdaBoost, and gradient boosting, also can be utilized 
for feature selection. However, to the best of our 
knowledge, AdaBoost and other boosting algorithms 
select features based on their importance. The top-
ranked features (based on their individual feature 
importance) are selected  (Sun et al., 2011). These 
algorithms above do not generally consider the 
interaction between features. Wrapper method such as 
metaheuristic algorithms (Binary PSO in this case) has 
the ability to consider and capture the interaction 
between features. 

Table 1 summarizes the examples of literature 
reviews on feature selection. Suryadi (Suryadi 2020) 
proposed a machine learning-based method to predict 
repurchase intention using online customer reviews on 
the cosmetics dataset collected online. The filter 
approach (tf-IDF and Fisher score) was used to 
represent a review's textual content and reduce the 
number of features. Then, three classification models 
were performed, and the results were significantly 
higher in the accuracy of three categories of products 
compared to the baseline model. 

Particle Swarm Optimization was used on the 
feature selection problem. Bing et al. applied PSO to 
perform feature selection on fourteen datasets collected 

from the UCI machine learning repository, plus six 
additional datasets. Kristiyanti and Wahyudi 
(Kristiyanti and Wahyudi 2017) proposed a method of 
using the wrapper approach for feature selection on 
opinion mining cosmetic product reviews. They 
compared the classification performance of Principal 
Component Analysis (PCA), Particle Swarm 
Optimization (PSO), and also Genetic Algorithm (GA). 
The method proposed in their paper is to use those 
three algorithms mentioned before so the accuracy of 
the Support Vector Machine (SVM) as a machine 
learning classifier algorithm in text classification can 
be increased. The results showed that the PSO-based 
SVM algorithm outperformed the other algorithms 
mentioned above. 

Shang et al. (Shang, Zhou and Liu 2016) proposed 
a method using Binary PSO on feature selection. They 
modified it to overcome feature selection problems in 
sentiment classification, including unreasonable 
velocity update formula and lack of evaluation of a 
single feature. The modification is called Fitness-sum 
Proportionate Selection Binary Particle Swarm 
Optimization (FS-BPSO). The results indicated that 
FS-BPSO performed better than BPSO. 

Suganya et al. (Suganya, Lavanya, & 
Gowrisankari, 2019) focused on using Fitness Based 
Particle Swarm Optimization (FBPSO) to select 
subsets of features for sentiment classification and 
summarization problems on a hotel review dataset. 
According to their experiments, FBPSO improved the 
performance using ROUGE-N metric as a performance 
evaluation of summary compared to the probabilistic 
ranking approach. Suganya and Priya (2017) also 
proposed a similar method on a hotel review dataset 
using a binary version of PSO (Binary PSO). The 
results also indicated that ROUGE-N metrics were 
improved. 

Table 1 Summary of the literature reviews on feature selection. 
Reference Dataset Method 

(Bing et al., 2013) 
Fourteen datasets from UCI machine 
learning repository and six additional 

datasets 

Applying Particle Swarm Optimization on feature selection increases classification 
performance and reduces features and computational time. 

(Shang et al., 2016) Two UCI benchmark datasets Modify PSO to become Fitness-sum Proportionate Selection Binary Particle Swarm 
Optimization (FS-BPSO) for feature selection in a sentiment classification problem.  

(Kristiyanti and Wahyudi 2017) Amazon’s Cosmetic Product Review Comparing the performance (accuracy) of PSO, GA, and PCA on feature selection. These 
algorithms are combined with SVM. 

(Suganya & Priya, 2017) Hotel Review Dataset (collected from 
TripAdvisor) 

Applying PSO on feature selection to the sentiment classification and text summarization 
problems. 

(Suganya et al., 2019) 
Hotel Review Dataset of cities such as 
Beijing and London (collected from 

TripAdvisor) 

Applying a proposed Fitness Based BPSO feature selection to the sentiment classification 
and text summarization problem. 

(Suryadi 2020) Online Customer Reviews (collected from 
sociolla.com) Applying Fischer Score to reduce the dimensionality of textual features 
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2.2 Binary particle swarm optimization 

Particle Swarm Optimization, or PSO, as one of 
the Evolutionary computation techniques, has been 
used in broad optimization fields, including feature 
selection (Bing et al., 2013). In 1995, Particle Swarm 
Optimization (PSO) was first introduced by Dr. 
Eberhart and Dr. Kennedy. Particle Swarm 
Optimization (PSO) is a metaheuristic swarm-
intelligence-based algorithm that simulates the social 
behavior of birds. Each particle is a vector in a 
multidimensional search space, and each particle 
within a swarm has its position and velocity. Each 
particle moves according to the current particle 
velocity, the best position the particle has explored, and 
the global best position the swarm has explored 

(Khanesar et al., 2017). Each particle updated its 
velocity using formula (1), and the position of each 
particle is updated using formula (2). 𝑟𝑟1 and 𝑟𝑟2 are 
random numbers. 

 
𝑣𝑣𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑤𝑤 ×  𝑣𝑣𝑝𝑝𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝 + 𝑐𝑐1  ×  𝑟𝑟1  × �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 −  𝑥𝑥𝑝𝑝𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝�

+ 𝑐𝑐2  ×  𝑟𝑟2 × (𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 −  𝑥𝑥𝑝𝑝𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝) 
(1) 

 

𝑥𝑥𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑥𝑥𝑝𝑝𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝+ 𝑣𝑣𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛𝑛𝑛 

 

(2) 

 
As described in the pseudocode below, the 

algorithm starts with initializing random particles and 
their position. The process stops when the process has 
reached the stopping criterion (Bing et al., 2013). 

 
Initialize p-particle, particle position; 
repeat 
evaluate fitness value of each particle f(x); 
update pbest of each particle and gbest;  

for (each particle p = 1,2, …, p) do 
update velocity using formula 1; 
update particles position using formula 2; 
if f(x) > pbest, then pbest = f(x); 
if pbest > gbest, then gbest = pbest; 
end for   
until (“stopping criterion is true”) 

 
Cherrington et al. (2019) summarized several 

traditional feature selection methods and reviewed the 
advantage of the Particle Swarm Optimization (PSO) 
filter based on feature selection. They also highlighted 
feature selection's limitations, opportunities, and 
improvement methods. They argued that initialization 
techniques could affect performance. Particle Swarm 
Optimization (PSO) must be tuned before performing 
feature selection to /improve efficiency, performance, 
and analysis. 

The main difference between BPSO and PSO is 
that the position of each particle is limited to [0,1] 
using formula (4), and to update the particle position. 

The velocity is first transformed into a sigmoid value 
using formula (3). 

𝑆𝑆�𝑣𝑣𝑝𝑝𝑝𝑝� =
1

(1 + 𝑝𝑝−𝑣𝑣𝑝𝑝𝑝𝑝)
 (3) 

𝑥𝑥𝑝𝑝𝑝𝑝 = �1, 𝑖𝑖𝑓𝑓 𝑟𝑟2 ≤ 𝑆𝑆 �𝑣𝑣𝑝𝑝𝑝𝑝�
0, 𝑜𝑜𝑝𝑝ℎ𝑝𝑝𝑟𝑟𝑤𝑤𝑖𝑖𝑝𝑝𝑝𝑝

� (4) 

  

As described in the pseudocode of BPSO below, 
the main process of the BPSO algorithm is almost 
identical to PSO. The main difference is that before 
updating the particle positions, the velocity of each 
particle is transformed into a sigmoid value using a 
sigmoid function (Xue et al., 2014). 

Initialize p-particle, particle position; 
repeat 
evaluate fitness value of each particle f(x); 
update pbest of each particle and gbest; 
 for (each particle p = 1,2, …, p) do 
 update velocity using formula 1; 
 calculate the sigmoid value using formula 3; 
 update particles position using formula 4; 
 if f(x) > pbest, then pbest = f(x); 
 if pbest > gbest, then gbest = pbest; 
 end for 
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until (“stopping criterion is true”) 
 

2.3 Sentiment orientation-pointwise mutual 
information 

Pointwise Mutual Information (PMI) is a measure 
of association between two items based on information 
theory. In natural language processing, Pointwise 
Mutual Information compares the probability of two 
words dependently with the probability of those two 
words independently. Sentiment Orientation (or 
Semantic Orientation) is a numerical rating that 
indicates the direction of the sentiment of a word (i.e., 
positive or negative). Sentiment Orientation-Pointwise 
Mutual Information (SO-PMI) is a measure of the 
relevance of words to a reference sentiment word (i.e., 
positive or negative) using the information of words' 
co-occurrence in a corpus (Turney 2002). 

The sentiment orientation of a word is calculated 
by comparing its correlation to a positive reference 
word with its correlation to a negative reference word 
(in this case, the words are "yes" or "no" repurchase 
intention) (Turney 2002). Mathematically, a word is 
assigned a numerical rating by the correlation to the 
positive reference word and subtracted to a numerical 
rating by the correlation to the negative reference word 
(Turney 2002). If the SO-PMI value of two words' co-
occurrence is high, they have a strong correlation 
(Zhao, Zhang and Chai 2015). SO-PMI is calculated 
using formulas (6) and (7). 

 

𝑃𝑃𝐸𝐸𝑅𝑅(𝑥𝑥; 𝑦𝑦) =  log2
𝑝𝑝(𝑥𝑥, 𝑦𝑦)
𝑝𝑝(𝑥𝑥)𝑝𝑝(𝑦𝑦) 

 

(6) 

𝑆𝑆𝑆𝑆 𝑃𝑃𝐸𝐸𝑅𝑅 (𝑥𝑥) = 𝑃𝑃𝐸𝐸𝑅𝑅(𝑥𝑥,𝑝𝑝𝑜𝑜𝑝𝑝𝑖𝑖𝑝𝑝𝑖𝑖𝑣𝑣𝑝𝑝)
− 𝑃𝑃𝐸𝐸𝑅𝑅(𝑥𝑥,𝑛𝑛𝑝𝑝𝑔𝑔𝑛𝑛𝑝𝑝𝑖𝑖𝑣𝑣𝑝𝑝) (7) 

 
𝑃𝑃𝐸𝐸𝑅𝑅(𝑥𝑥; 𝑦𝑦) is a PMI value of x and y. 𝑝𝑝(𝑥𝑥, 𝑦𝑦) is a 

value of co-occurrence numbers of x and y in the 
document. 𝑇𝑇ℎ𝑝𝑝 𝑛𝑛𝑜𝑜𝑝𝑝𝑛𝑛𝑝𝑝𝑖𝑖𝑜𝑜𝑛𝑛 𝑝𝑝(𝑥𝑥) is a value of 
occurrence numbers of x in the 
document. 𝑇𝑇ℎ𝑝𝑝 𝑛𝑛𝑜𝑜𝑝𝑝𝑛𝑛𝑝𝑝𝑖𝑖𝑜𝑜𝑛𝑛 𝑝𝑝(𝑦𝑦) is a value of 
occurrence numbers of y (repurchase intention “yes” or 
“no” in this case) in the document (Zhao, Zhang and 
Chai 2015). 

In this paper, SO-PMI provides a meaningful 
encoding for particle dimensions by sorting features 
(words) based on their polarity towards repurchase 
intention reference words. If the SO-PMI value of a 
word is high (in other words, positive), that word has a 

strong correlation with "yes" repurchase intention and 
vice versa. 

2.4 k-nearest neighbors 

The k-Nearest Neighbors (k-NN) classifier is a 
supervised machine learning algorithm. The k-NN is 
proposed to classify labels (repurchase intention "yes" 
or "no") by ranking the training data based on the 
Euclidean distance from their neighbors and comparing 
the label with k-most similar neighbors (Mandong and 
Munir 2018). Mathematically, formula (5) measures the 
Euclidean distance within the data. 

𝑑𝑑𝑖𝑖 =  ��(𝑥𝑥2𝑖𝑖 − 𝑥𝑥1𝑖𝑖)2
𝑝𝑝

𝑖𝑖=1

 (5) 

 
Govindarajan and Chandrasekaran (Govindarajan 

and Chandrasekaran 2010) evaluated the k-Nearest 
Neighbors (k-NN) classifier. They demonstrated their 
approach on an existing direct marketing dataset that 
classifies customers based on their characteristics. 
Their experiments showed that the proposed k-Nearest 
Neighbors (k-NN) performed better in accuracy. They 
concluded that k-Nearest Neighbors (k-NN) is not a 
problem-dependent algorithm and can be used for other 
problems or datasets. 

Generally, k-NN is the simplest machine learning 
algorithm compared to Naïve Bayes and Support 
Vector Machine (SVM). Although Naïve Bayes tends 
to be much faster than k-NN when it applies to big 
data, Naïve Bayes could suffer from the zero 
probability problem and would result in a biased 
prediction. Compared to Support Vector Machine 
(SVM), k-NN is better if the training data is larger than 
the number of features. SVM is better with a dataset 
with a low sample size but a very high number of 
inputs (features) (Bzdok et al., 2018). Since this paper 
aims to see how a metaheuristic algorithm (Binary 
Particle Swarm Optimization) works on a textual 
feature selection problem, particularly on the problem 
of predicting repurchase intention, only k-NN is 
selected to lower the computational time due to its 
simplicity. Also, k-NN is the most preferred and most 
used classifier among all (Agrawal et al., 2021). 

Therefore, this paper proposed combining a 
metaheuristic algorithm and a measure of associations 
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between textual features. Binary Particle Swarm 
Optimization (BPSO) as a metaheuristic algorithm is 
proposed to select the best features subset according to 
the highest accuracy of the k-NN prediction model. 

3. Research methodology 

This paper aims to implement Binary Particle 
Swarm Optimization (BPSO) combined with Sentiment 
Orientation-Pointwise Mutual Information (SO-PMI) 
to select the best features subset to construct a 
predictive model of repurchase intention from 
customer reviews. The research methodology in this 
paper is presented in five main steps, as shown in Fig. 
1. This research methodology provides a systematic 
way of feature selection using a metaheuristic 
algorithm.  

The first step is to gather the data. In this paper, 
the dataset is a set of customer reviews as well as the 
repurchase intention of each review. The dataset is 
gathered from sociolla.com, a beauty and cosmetic 
product e-commerce website in Indonesia. The product 
category used in this customer reviews dataset is 
limited only to the Moisturizer category from March 
18, 2019, to August 26, 2019. The dataset is divided 
into two parts, i.e., Dataset 1: 2,614 reviews and 
Dataset 2: 6,439 reviews.  These datasets are the 
reduced datasets from more than 120,000 reviews 
collected. 

An imbalanced dataset is a common issue in a 
machine learning problem, especially in a real-world 
problem (such as feature selection in this research). 
Imbalanced datasets would impact the correlation 
between features, and the accuracy would be biased 
and inaccurate. The imbalanced issue on both datasets 
(Dataset 1 and Dataset 2) is addressed by using an 
undersampling method by randomly deleting data in 
the dataset from the majority class (in this case, the 
“no” label is the majority class) to balance it with the 
minority class. The result of under sampling is 
displayed in Table 2. 

 

 
Fig. 1. Research methodology 

Table 2 Treating imbalanced dataset by undersampling 

Dataset 
Label (Repurchase) 

“Yes” “No” 

1 
Before 611 2,003 
After 611 611 

Difference 0 -1,394 

2 
Before 2,539 3,900 
After 2,539 2,539 

Difference 0 -1,361 
 

Both datasets are then randomly split using the 
sklearn package (Pedregosa, et al. 2011) in Python 
language programming into two samples, i.e., 80% 
training sample and 20% test sample. For dataset 1, the 
training sample has 978 reviews, and the rest, 244 
reviews, are in the test sample. For dataset 2, the 
training sample has 4,062 reviews; the rest, 1,016 
reviews, are in the test sample. 

The cross-validation method was not used in this 
research, even though cross-validation would help to 
reduce the chance of overfitting. Cross-validation 
would increase training time and is computationally 
very expensive, as it needs a high and powerful 
processing system (hardware and software) (Joulani et 
al., 2015). In this research, there are two relatively 
large datasets (Dataset 1: 5,698 tokens (or words) with 
a total frequency of 54,981 and Dataset 2: 15,090 
tokens (or words) with a total frequency of 297,422). 
Therefore, cross-validation was arguably not required 
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since these datasets were considered sufficiently large. 
Also, since the datasets are randomly split into the 
training set and the test set, even though cross-
validation was not used, it is expected that the test set 
already represents the population of data. Therefore, 
the performance metrics (accuracy, precision, recall, 
and F-score) may also represent the expected 
performance. 

Most customer reviews in the datasets are written 
in Indonesian and English. The examples of customer 
reviews collected are in Table 3. The first review in the 
examples written in Indonesian has a repurchase 

intention of "yes," and the second one is written in 
English with a repurchase intention of "no." 
Subsequently, the reviews in both datasets are 
transformed (during the data pre-processing step) into 
feature vectors. The contents of the feature vector are 
the frequency per feature per review. Based on Table 3, 
the value of 𝑋𝑋𝑁𝑁,𝑛𝑛 is the frequency of the N-th feature 
that appears in the n-th review. For example, if the 
value of 𝑋𝑋𝑁𝑁,𝑛𝑛 is 3, then the N-th Feature appears three 
times in the n-th review.

Table 3 Examples of customer reviews collected 
Customer Review Repurchase Intention (Yes/No) 

“Pelayanannya bagus, harganya juga lebih murah dibandingkan sama toko 
sebelah” 
(“The service was great, also the price was cheaper than other stores”) 

Yes 

"This product is so bad; I don't want to buy it anymore." No 
 

Next, the SO-PMI values of the features are 
calculated. Then, the features are sorted from the 
lowest SO-PMI value (strongly correlated to "no" 
repurchase intention) to the highest SO-PMI value 
(strongly correlated to "yes" repurchase intention). For 

example, "sedih" ("sad") has the lowest SO-PMI value 
of -5.0348, and "suka” (“like”) has the highest SO-PMI 
value of 4.8457. As an illustration, in Table 4, the first 
feature is the word with the lowest SO-PMI value, and 
the last feature is the word with the highest SO-PMI. 

Table 4 Illustration of feature vectors as the encodings of particles 

Review 
Feature 

Repurchase Intention 
𝟏𝟏𝒔𝒔𝒔𝒔 Feature … 𝑵𝑵𝒔𝒔𝒕𝒕 Feature 

𝟏𝟏𝒔𝒔𝒔𝒔Review 1 … 𝑋𝑋𝑁𝑁,1 Yes 

… … … … … 

𝒏𝒏𝒔𝒔𝒕𝒕 Review 0 … 𝑋𝑋𝑁𝑁,𝑛𝑛 No 

 
Subsequently, to classify the repurchase intention 

of each review, the k-NN algorithm is applied using the 
selected features. The accuracy is then used on Binary 
Particle Swarm Optimization (BPSO) as the fitness 
value of particles. BPSO algorithm guides the search 
for the best set of features, although not guaranteed to 
be optimal. The k-NN algorithm was used in this 
research since k-NN is generally an easy and simple 
machine learning algorithm.  

The accuracy represents the fitness of a particle 
after implementing the selected features into the k-NN 
algorithm. The accuracy is the ratio of the number of 
correct predictions to the total number of predictions. 

4. Experiments and results 

After the datasets are collected, the data are then 
split into tokens (tokenization), transformed into 
standard forms (stemming), and stop word removal is 
performed. Most of the reviews in the datasets are 
written in Indonesian and English. Both dictionaries 
(Indonesian and English) are used in this paper using 
packages such as NLTK (Bird et al., 2009) and 
PySastrawi (Robbani 2018). The examples of data pre-
processing are shown in Table 5. 
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Table 5 Data pre-processing 
Before After 

“Pelayanannya bagus, harganya juga lebih murah dibandingkan 
sama toko sebelah” 

(“The service was great, also the price was cheaper than the 
other stores”) 

[‘layan’, ‘bagus’, ‘harga’, ‘lebih’, ‘murah’, ‘banding’, 
‘toko’, ‘sebelah’] 

“This product is so bad; I don’t want to buy it anymore” [‘product’, ‘bad’, ‘want’, ‘buy’] 
 
Tokens are features that will be selected. The total 

tokens appear in both datasets (5,698 tokens and 
15,090 tokens). The frequencies of each token that 
appears in the documents are calculated and sorted 
from the highest frequency to the lowest. Features are 
now reduced to 341 features and 605 features using 
Pareto Principle (80/20). Pareto Principle (80/20) 
removes the features (words) that do not belong to the 
set of the most frequent words that constitute 80% of 
the total frequency of all words. The remaining features 
are then sorted using SO-PMI from the lowest SO-PMI 
value (strongly correlated to “no” repurchase intention) 
to the highest SO-PMI value (strongly correlated to 
“yes” repurchase intention). The idea of implementing 
SO-PMI was to sort the feature index on particles and 

to capture the effects of sentiment orientation of 
features towards the repurchase intention (“yes” or 
“no”) on model accuracy.  

Some of the results are presented in Table 6. 
Using the SO-PMI formula, the SO-PMI value of the 
word “Sedih” (equivalent to “sad” in English) is -
5.0348 and is negative, so the word “Sedih” is strongly 
correlated to “no” repurchase intention. The word 
“Sedih" is equivalent to "sad" in English, and it is 
reasonable that the word "Sedih” is correlated with 
“no” repurchase intention. The word “Suka” 
(equivalent to “like” in English) has a SO-PMI value of 
4.8457 and is positive, so it is strongly correlated with 
“yes” repurchase intention. 

Table 6 Example of SO-PMI values 
Features SO-PMI 

Sedih (Sad) -5.0348 
Lacock (Not suitable) -4.7192 

… … 
Wajib (Compulsory) 4.8457 

Cantik (Beautiful) 4.8457 
Suka (Like) 4.8457 

 
The sorted features are then transformed into a 

specific model (particle encoding for BPSO example 
shown in Table 7), and accuracy-based fitness value 
feature selection is performed. Based on Table 7, if the 
value of 𝑋𝑋𝑁𝑁,𝑛𝑛 feature is 1, 𝑋𝑋𝑁𝑁,𝑛𝑛 feature is selected in 
the particle. Conversely, 𝑋𝑋𝑁𝑁,𝑛𝑛 feature is not selected in 
the particle. The value [0,1] is a particle position for 
each dimension. 

 
 
 
 
 
 
 

 

Table 7 Particle encoding in BPSO 
Feature No. 1 2 … N-1 N 

Feature “Sedih” (Sad) “Gacocok” (Not 
suitable) … “Cantik” (Beautiful) “Suka” (Like) 

1st Particle 1 0 … 1 0 
… … … … … … 

nth Particle 0 1 … 1 0 
 

 



 DOI: 10.6977/IJoSI.202303_7(5).0003 
D. Adrianto, D. Suryadi/Int. J. Systematic Innovation, 7(5), 30-45(2023) 

39 

 

The experiment was performed using PyCharm 
2020 with a Python 3.7 64-bit version. The sklearn 
(Pedregosa, et al. 2011) and PySwarms (Miranda 2018) 
packages are used in this experiment. The hardware 
used in this experiment is a laptop with Intel Core i7-
7700HQ with 16 GB DDR-4 of RAM. Both datasets 
are split into a training set (80%) and a test set (20%). 
Twelve replications of the experiment are performed 
using Dataset 1 with an average running time of around 
6 hours, and five replications using Dataset 2 with an 
average running time of around 12 hours. Parameters 
are set by conducting preliminary experiments using 
Dataset 1 before performing the entire experiment. 

The BPSO parameters used in this study are 
obtained from several experiments, which are 
conducted using the training dataset. The parameters 
are selected based on the model's accuracy using the 
training data considered optimal. The parameter of 
maximum iteration is set to 55, and the number of 
particles is 25, which is determined based on the 
literature (Yassin et al., 2012). First, 𝑐𝑐1 and 𝑐𝑐2 are 
determined using five replications on a training dataset 

in order to see if there is a difference in accuracy 
between 𝑐𝑐1 > 𝑐𝑐2 and 𝑐𝑐1 < 𝑐𝑐2. 

Based on Table 8, the accuracy is higher when 
𝑐𝑐1 > 𝑐𝑐2 with the value of 𝑐𝑐1 = 1 and 𝑐𝑐2= 0.75. This 
result is then tested using a two-sample t-test to see if 
there is a statistical difference in accuracy between 
𝑐𝑐1 > 𝑐𝑐2 and 𝑐𝑐1 < 𝑐𝑐2. Using α = 0.05, there is no 
statistical difference in accuracy. Then, 𝑐𝑐1 and 𝑐𝑐2 are 
determined using an identical value of 1. The selection 
of identical values is also supported by research on the 
parameter selection of PSO, which stated that if the 
value of 𝑐𝑐1 and 𝑐𝑐2 is identical, the fitness value 
generated by the model would be better (He et al., 
2016). 

Next, 𝑤𝑤 is determined using the same method. 
𝑤𝑤 = 1.5 and 𝑤𝑤 = 0.75 are tested using the same 
training dataset used above. The value of 𝑤𝑤 = 0.75 
does not converge at 55 iterations of BPSO. The value 
of 𝑤𝑤 = 1.5 converged early. Based on the experiment 
above, 𝑤𝑤 = 1 is determined to overcome premature 
convergence or slow convergence at 55 iterations of 
BPSO. 

Table 8 Results of testing the value of 𝒄𝒄𝟏𝟏 and 𝒄𝒄𝟐𝟐 

Run Accuracy 
𝒄𝒄𝟏𝟏 = 𝟏𝟏 > 𝒄𝒄𝟐𝟐 = 𝟎𝟎.𝟕𝟕𝟕𝟕 𝒄𝒄𝟏𝟏 = 𝟎𝟎.𝟕𝟕𝟕𝟕 < 𝒄𝒄𝟐𝟐 = 𝟏𝟏 

1. 0.785851 0.776291 
2. 0.804971 0.778203 
3. 0.820868 0.791587 
4. 0.743786 0.799235 
5. 0.797323 0.789675 

 
Parameters on k-Nearest Neighbors, the value of k 

is determined using the same method above. k = 1 to k 
= 10 is tested using the training dataset. The results are 
shown in Fig. 2. The parameter k = 8 generates the 

highest accuracy of 0.77214 on the training dataset. 
Then k = 8 is used based on the experiments above. 

 

 

 
Fig. 2 Accuracy based on the value of k. 
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Table 9 is a summary of the final BPSO 
parameters used in this paper. The results are tested 
using a two-sample t-test to see if there is a statistical 
difference in accuracy before feature selection and 
accuracy after feature selection. Using α = 0.05, there 
is a statistical difference in accuracy for both datasets 
(Dataset 1: from 341 features reduced to 229 features; 
Dataset 2: from 605 features reduced to 389 features). 
Table 8 is a summary of the results. 

Table 10 indicates that despite the number of 
features decreasing, the accuracy of repurchase 
intention predictive models constructed are increased 
on both datasets. For each dataset, the first row 
corresponds to no feature selection. The second row 
shows the result of selecting features according to the 
Pareto (80/20) rule. Finally, the last row displays the 
result of applying BPSO. The respective number of 
features and the accuracy are shown for each row. The 
other performance metrics  

Table 9 Parameters used in this research 
Parameters Value 

𝑐𝑐1 1 
𝑐𝑐2 1 

Max. Iteration 55 
No. of Particles 25 

k 8 
𝑤𝑤 1 

Table 10 Model Performance (Accuracy) 

Dataset Pareto (80/20) SO-PMI BPSO Feature Accuracy 

1 
- - - 618 0.7591 

✓ - - 341 0.7744 
✓ ✓ ✓ 229 0.8131 

2 
- - - 2100 0.7137 
✓ - - 605 0.7788 
✓ ✓ ✓ 389 0.7987 

Table 11 Results Summary 

Dataset Feature Accuracy Precision Recall F-Score 

1 618 0.7591 0.9548 0.7996 0.8701 
229 0.8131 0.9649 0.8249 0.8892 

% -62.9% 5.40% 1.01% 2.53% 1.91% 

2 
2100 0.7137 0.9832 0.7881 0.8748 
389 0.7987 0.9706 0.8067 0.8806 

% -81.5% 8.50% -1.26% 1.86% 0.58% 
 

As a comparison between no feature selection and 
applying BPSO, Table 11 shows the performance 
metrics other than accuracy. Based on Table 11, there 
are improvements in accuracy and almost all other 
performance metrics. According to the result, the 
proposed method of BPSO on feature selection 
constructs a better-performing predictive model of 
repurchase intention from customer reviews. 

Table 12 shows 20 (out of 150) selected features 
on both datasets. It is worth noting that in this 
particular research case, features are tokens, and most 
of the tokens are “emotional” and “preference” words 

within a sentence in a review rather than a physical 
feature of the product itself, such as packaging. These 
emotional terms could describe customers’ personal 
preferences and mediate customers’ repurchase 
intention. 

Since this research is based on sociolla.com, 
Indonesia-based e-commerce, most of the features 
(tokens) are in Bahasa Indonesia, and many are in 
informal or standardized forms. For example, the word 
"Pudar” (dull) and “Mudarin” (to dull). “Mudarin” is 
an informal form of the word “Memudarkan” (to dull). 
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Table 12 Examples of Selected Features 
No. Dataset 1 Dataset 2 

1 efektif (effective) maksimal (maximum) 
2 kental (thick) ngefek (effective) 
3 diskon (discount) kental (thick) 
4 segar (fresh) diskon (discount) 
5 terjangkau (affordable) segar (fresh) 
6 halus (gentle) murah (cheap) 
7 nyaman (mild) soothing 
8 dingin (cool) lembut (gentle) 
9 cerah (glowing) nyaman (mild) 

10 lembab (moisturize) dingin (cool) 
11 aman (safe) terang (glowing) 
12 awet (long lasting) cantik (beautiful) 
13 wangi (fragrant) lembab (moisturizing) 
14 wajib (compulsory) aman (safe) 
15 hydrating awet (long lasting) 
16 suka (like) baik (good) 
17 Ngilangin (Removing) Instant (Instant) 
18 Mulus (Smooth) Bersih (Clean) 
19 Pudar (Dull) Mudarin (Dull) 
20 Manfaat (Benefit) Simple (Simple) 

 
Based on Table 12 above, the 20 (out of 150) 

selected features show similarities between the two 
datasets. These selected features (including 
“emotional” terms) may provide managerial insights in 
marketing the products, especially regarding the 
aspects related to customer repurchase intention. 

For example, based on dataset 1, customers tend 
to repurchase a moisturizer product that is affordable, 
hydrating, long-lasting, gentle, and mild. These 
emotional terms describe what customers personally 
want or need in their moisturizing products.  

Although this paper only uses moisturizer 
products as the main case study, this proposed method 
is not bound only to moisturizer products. Different 
product categories could also be analyzed using this 
method. Different product categories might result in 
different "emotional" or "preference" words as a 
feature in the model. Nevertheless, in general, using 
"emotional" and "preference" words as features in the 
model could help practitioners and companies gather 
valuable information regarding their products and 
predict customers' behavior, especially the repurchase 
intention behavior. Emotional factors could mediate the 
influence of shopping characteristics and customers' 
behavior. Keeping the customer happy by satisfying 
their personal needs increases the customer's intention 

to repurchase (Pappas et al., 2014). Companies may 
use these emotional appeals in their marketing 
campaigns or objectives (Ali et al., 2020). 

 

5. Conclusions 

The result in this paper shows that the proposed 
Binary Particle Swarm Optimization (BPSO) succeeds 
in selecting features that generate predictive models 
with high accuracy. This paper proposes the SO-PMI to 
sort the features and subsequently encode the particle 
dimensions according to the sorted values. 

The accuracy of a repurchase intention prediction 
model is improved by selecting only the relevant 
features and also reducing the computational time (k-
NN training time). 

This research provides a relatively new idea of a 
feature selection method for the repurchase intention 
predictive model. To the best of our knowledge, this is 
the first attempt to utilize BPSO on feature selection to 
construct a repurchase intention prediction model that 
uses SO-PMI to create a meaningful particle encoding, 
as illustrated in Table 4. Futhermore, this is also the 
first attempt at utilizing data from an Indonesian e-
commerce website with reviews that are mainly written 
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in Bahasa Indonesia. In 2022, Bahasa Indonesia had 
approximately 300 million speakers worldwide 
(Grehenson 2022). 

There are ideas that may be realized for future 
work due to the limitations of this paper. The ideas that 
could be considered for future work are designing other 
encodings of the BPSO particles and comparing the 
performances of various encodings, applying other 
types of supervised learning algorithms as the 
classification method (e.g., Naïve Bayes, Decision 
Tree, or even Deep Learning method), and exploring 
approaches to finding the more suitable model 
hyperparameters to construct a better model in BPSO 
also for the chosen supervised learning algorithm. 
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