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Abstract 

Business Process Improvement (BPI) paradigm can be implemented on recorded data of real process execution. This 

is done by analyzing this information and come up with real insights to BP improvement. Even if such model is not 

available, the presence of a log of activities is very frequent. So, the key idea is that a log can exist even if no pro-

cess model is present. The spread way of existing BPI methodologies put forward the complexity of their achieve-

ment the BP improvement goal. Moreover, they could be driven by many factors. Nonetheless, the common goal is 

to speed up generating an improved BP. 

A recent trending improvement BP method is process mining, compared with existing BPI methodologies, Process 

Mining had more computer capabilities to implement BP improvements results. However, there are several ambigui-

ties in understanding their general context that must be defined. In this paper, we present basic definitions and nota-

tions related to process mining discipline.  

Keywords: Process mining, Business process improvement, discovery, conformity, enhancement.

1. Introduction 

For some years, the usage of information systems 

has been rapidly growing in companies of all kinds 

and sizes. New systems are moving from supporting 

single functionalities towards a Business Process 

Management (BPM) orientation (Van der Aalst, 2016; 

Lamghari et al., 2019). 

In this context, activities that companies are re-

quired to perform, to complete their own business, are 

becoming more complex and require the interaction of 

several persons and heterogeneous systems. A possible 

approach, to simplify the management of the business, 

is based on the division of operations in smaller "enti-

ties" and on the definition of the required interactions 

among them. 

The term "Business Process" (BP) refers to this 

set of activities and interactions. As example, we cite 

the process of handling of a loan application (service), 

the process of emergency (healthcare), the process of 

car manufacturing (production), etc. Indeed, several 

tasks or activities are executed in one instance of such 

a process. A process instance is commonly denoted as 

a case, i.e., the activities of the process that operate on 

the case. Each case of a process has a defined start 

point and end point. 

The seminal articles on business re-engineering 

(Hammer and Champy, 1993) and (Davenport, 1993) 

have established the focus on the processes of an or-

ganization in management practice. Furthermore, or-

ganizations should radically reorganize their work 

along their value-adding processes. A large body of 

work, both from industry and from academia, has been 

organized around the belief that performant processes 

are the foundation of any successful organization. The 

basic problem that is being tackled is: How do organ-

izations define and execute performant processes? 

This problem has been addressed from various 

viewpoints and with several approaches. For example, 

management trends and strategies such as Business 

Process re-engineering (Elapatha et al., 2020), Lean 

management (Saxby et al., 2020), Six sigma (Thomas 

et al., 2009), research fields and methods such as 

workflow management, and adaptive case manage-

ment. Moreover, many software systems for BP exe-
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cution tools have been proposed. For example, Staff-

ware, COSA, YAWL, Bizagi, Bonita, Camunda, jBPM, 

IBM Business Process Manager, Oracle BPM Suite, 

etc. 

Beyond, BPM can be seen as the umbrella-term 

that encompasses all those methods that are concerned 

with the design, enactment, monitoring, and optimiza-

tion of processes. The main objective of BPM is to 

align the process with the objectives of the organiza-

tion. In this sense, each process must be configured, so 

that the results of the process lead to the achievement 

of the business goals. 

The BPM approach tends to provide more sup-

port for various forms of analysis (e.g., simulation) 

and management support (e.g., monitoring). In many 

cases, analysts are interested in a real system behav-

iour, which may be hidden from domain experts and 

system engineers. To this purpose, most of the soft-

ware that is used to define and to help companies in 

executing such processes, typically, leaves a trace of 

the executable activities. These traces called (Event 

log). Log consists of the name of the activity and the 

time the activity is executed; moreover, it is important 

to note that the traces are grouped in "instances" (can 

emerged a set of "cases"). Typically, it is necessary to 

handle several orders at the same time, and therefore 

the process is required to be concurrently instantiated 

several times. These instances are identified by a "case 

identifier" (or "instance id"), which is another field 

typically included in the log of the traces. Sometimes, 

especially small, and medium companies do not per-

form their work according to a formal and explicit BP; 

instead, they execute their activities with respect to an 

implicit sorting. Even if such model is not available, 

the presence of a log of activities is very frequent. So, 

the key idea is that a log can exist even if no process 

model is present. 

The Business Process Improvement (BPI) para-

digm can be implemented on recorded data of real 

process execution (traces). This is done by analysing 

this information and come up with real insights to BP 

improvement. The spread way of existing BPI method-

ologies put forward the complexity of their achieve-

ment the BP improvement goal. Moreover, they could 

be driven by many factors. Nonetheless, the common 

goal is to speed up generating an improved BP. In this 

context, the most trending business process improve-

ment method is PM (Van der Aalst, 2016). However, 

there are several ambiguities in understanding their 

general context that must be defined. Therefore, our 

paper is organized as follows: Section 2 presents exist-

ing methodologies related to business process im-

provement. Section 3 gives a general introduction to 

the Process Mining field, starting from the PM defini-

tion. Section 2 continues with illustrating PM catego-

ries and defining the very basic notion of event logs. 

Section 3 discusses different process models represen-

tations. Moreover, a list of process mining algorithms 

and tools are given (Section 4). The paper finishes with 

a comparative study between traditional BPIs method-

ologies and the process mining methodology, showing 

process mining advantages (Section 5). 

2. Process Mining 

PM (Van der Aalst, 2016) is a relatively new field 

incorporating techniques for the discovery, monitoring, 

and enhancement of real processes by extracting 

knowledge from the information system event logs. 

Indeed, PM bridges two different fields: Process Sci-

ence and Data Science (see Fig. 1). Process Science is 

a broad area of process modelling, analysis, and opti-

mization. It incorporates Stochastics (analysis of ran-

dom processes, using Markov chains, queuing net-

works, and simulation), Optimization (finding the best 

possible process implementation by applying mathe-

matical optimization techniques), Operations Manage-

ment & Research (designing and controlling produc-

tion processes from management and mathematical 

modelling perspectives), Business Process Manage-

ment (methods and techniques for the modelling, exe-

cution, and enhancement of processes). Business Pro-

cess Improvement (Six Sigma techniques and Business 

Process Re-engineering), Process Automation & Work-

flow Management (tools and methods for the processes 

execution, including routing and resource allocation), 

Formal Methods & Concurrency Theory (analysis of 

process behaviors, using Petri nets, finite state ma-

chines, and other formal models). Data Science incor-

porates all aspects of data analysis and includes Statis-

tics, Algorithms (providing efficient data processing), 

Data Mining (methods revealing unsuspected relation-

ships in data sets), Machine Learning (techniques for 

giving computers capability to learn without being ex-

plicitly programmed), Predictive Analysis (methods 
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predicting the future trends), Databases (techniques for 

storing data), Distributed Systems (infrastructure for 

data analysis), Visualization & Visual Analytics, Busi-

ness Models & Marketing (techniques for turning data 

into real value), Behavioural/Social Science (methods 

for the analysis of human behaviour), Privacy, Security, 

Law & Ethics (principles protecting individuals from 

"bad" data science practices). 

 

Fig. 1. Overview of process mining and its three types 

of techniques 

 

Fig. 2. Overview of process mining and its three types of 

techniques 

2.1 Categories 

PM (see Fig. 1) is defined by three categories 

(Van der Aalst et al., 2011): (1) process discovery, (2) 

conformance checking, and (3) enhancement. 

(1) Process discovery is a challenging task for many 

reasons. Often event logs are incomplete, i.e., only a 

fraction of possible behaviors is observed. The other 

issue is that it can be difficult to uncover the composi-

tion of choices, iterations, or parallel executions, rep-

resented in the form of a flat event log. It describes 

process mining only in the offline setting, i.e., only 

finished process cases are analysed. Generally, process 

mining is not limited to the offline setting. It also entails 

methods such as prediction and recommendation based 

on current process data in an online setting. In the scope 

of this thesis, we consider the offline and the online 

setting. The challenge here is the demand of 

high-quality data and the structured form of resulted 

processes. 

(2) Conformance checking methods find deviations 

from the expected behaviour. The expected behaviour 

can be represented in the form of a process model or an 

event log. One of the main challenges is the computa-

tional complexity. Typically, complicated process 

models and event logs lead to an exponential growth of 

possible alignments. The other challenge is to provide 

an intuitive visualization of alignments, helping analysts 

to reveal important discrepancies. Beyond activity 

names and timestamps, an event log may contain addi-

tional information, such as performers, costs, IP ad-

dresses, or other domain specific data. 

(3) Enhancement techniques enrich process models 

with this information. Besides additional attributes 

taken from the event logs, these could also be results of 

conformance checking or performance analysis tech-

niques. Model enhancement also considers an event log 

and a process model as inputs. This means, it is possible 

to improve an existing process model by looking in the 

past. Common aspects in model enhancement are time 

and cost. After discovering a process model from an 

event log, the discovered process model can be used to 

analyse for performance indicators, for example average 

throughput time and costs for improving or 

re–engineering the process. The bottleneck problem can 

be identified by analyzing waiting times between activ-

ities. After identifying the cause of bottlenecks, the 

process model can be enhanced at the right places. En-

hancing resource performance is one important aspect. 

A social network in a workplace can be constructed by 

process discovery. It can give an idea of work collabo-

rations and balance workload to improve resource per-

formance. There is no restricting procedure how a pro-

cess model can be enhanced. It depends on what prob-

lems an organization discovers and how an organisation 

wants to improve. 

2.2 Event Logs 

The PM typically assumes that BP execution data 

are stored as event logs. An event can be considered as 

the starting point of process mining. The event log 

structure consists of cases or completed process in-

stances. Each case is made of a sequence of events, 
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called a trace. An event can have any kind of addition-

al attributes (timestamps, cost, resource, etc.) depend-

ing on the organization purposes. These additional 

attributes are important for monitoring the BP im-

provement. For example, bottlenecks cause that can 

slow-down the process flow. The event logs notation 

may depend on the information system treatment or 

purposes. However, the important point is the quality 

of these events that can heavily affect the process 

model representation and by necessity the main busi-

ness of the organization. Therefore, event logs should 

be treated as first-class. 

a. Notations 1 (Event, Trace and sequence or 

case): From a mathematical standpoint, each event in 

an event log is assigned to an activity executed for a 

singular process instance (one trace). For each trace, 

all events belonging to that case are ordered in a 

chronological style (see Figure 2.3.1). In this regard, A 

= {a1, a2, . . . , an} denotes a finite set, where ai, i:1, 

2, ….,n is an activity of a case or sequence of length n. 

Thus, one case l can be expressed as l=<a1, a2, . . . , an 

> and < > denotes an empty sequence. The event logs 

L with n cases and r repetitions can be expressed as   

L = [l1
r , l2

r , …, ln
r]. For instance, the event logs L=[< a, 

b, c, d>20 , <a, c, b, d>15] signifies  l1 =< a, b, c, d> 

repeated 20 times, l2  =<a,c,b,d> repeated 15 times, 

etc. 

b. Notations 2 (Noise, Infrequent, incomplete, 

and chaotic): In a real-life setting, without a-priori 

knowledge on the process, it is difficult to distinguish 

between data quality problem: What is considered un-

desirable behavior depends on the application setting? 

When looking at the mainstream behavior of the pro-

cess? then, all infrequent behavior is undesirable. 

When looking for workaround and divergent process 

executions, where some infrequent behavior may be 

desirable.  

To explore these deficiencies, we use the follow-

ing notations:  is the event logs, 

where its composite sequences can be denoted as 

 and one sequence or case is expressed 

as 

. 

1. Noise: entail outliers that were recorded due to 

errors (Incorrectly logged).  

2. . This point 

describes events of activities that were executed out of 

the normal order. 

3. Infrequent: low-frequent behaviour. For instance, 

events recorded due to temporary workarounds, and 

they are correctly logged. 

 
4. Incompleteness: Partial traces.  In this paper we 

mean by incompleteness the problem of missing events. 

For instance,  To 

do so, traces are not complete in term of execution, i.e., 

events must be executed in the normal process but are 

not observed in the recorded traces). 

5. Chaotic activity: can happen anywhere in the 

process Ch={a1, a2, . . . , an / i= 1,…,n }. For example:  

L=[<a, b, c, d, Ch>,<a, b, c, Ch , d>,< a, b, Ch , c, d>,< a, 

Ch , b, c, d>,< Ch , a, b, c, d>]. Ch takes any position from 

a1 to an. Ch is a chaotic activity. We will learn how to 

filter chaotic activities in the following sections. 

 

3. Process Models 

Process models (see Figure 3) are used to visual-

ize, describe, prescribe, and explain the behaviour of 

processes of an organization for a wide range of objec-

tives such as: communication among stakeholders, 

process improvement, process management, process 

automation, and process execution support. Concrete 

examples are the comparison of the "as-is" and the 

"to-be" process, documentation for complying with 

regulatory requirements such as ISO 9001, and the 

analysis of performance related problems such as bot-

tlenecks and inefficiencies. Depending on the goal of 

the event logs analysis and on the analyst’s personal 

taste, several ways of process visualization can be used. 

The most common are Petri Net, Transition Systems, 

Petri Net and Business Process Management Notation 

(BPMN). 
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Fig. 3 Process Modelling Notation 

The main benefits of adopting a clear business 

model, through different levels of abstraction, are 

summarized in the following two points: 

(1) It is possible to increase the visibility of the ac-

tivities, that allows the identification of problems (e.g., 

bottlenecks) and areas of potential optimization and 

improvement. 

(2) Grouping the activities in "department" and 

grouping the persons in "roles", in order to better define 

duties, auditing and assessment activities. 

These workflow languages aim at constructing a 

well-defined and highly automated BP. As a result, 

processes become more structured. Structured process 

is referred to rigorously defined process, less complex 

and with high repetition frequency. The definition of a 

structured process as given by Devonport is as follows: 

Structured Process/Lasagna (see part a of Figure 4) is 

defined as a specific ordering of work activities across 

time and place, with a beginning, an end, and clearly 

identified inputs and outputs: a structure for action 

(Augusto et al.,2018). Therefore, structured processes 

comprehend those processes whose activities execu-

tion consistently follows a predefined process model 

reference (Werner and Gehrke, 2013). Since a formal 

representation of these processes can be easily de-

scribed prior to their execution, tightly framed pro-

cesses are characterized as fully predictable and repet-

itive and after their design-time description, they can 

be repeatedly instantiated at runtime. Examples of this 

category are production and administrative processes 

and as well as bank transactions that are executed in an 

exact sequence to comply with legal norms. 

Unstructured process/spaghetti: every instance of the 

process can be different from another based on the 

environment, the content and the skills of the people 

involved. These are always human processes. These 

processes may have a framework or guideline driving 

the process but only as a recommendation (Bukhsh et 

al., 2017). Therefore, unstructured process (see part b 

of Figure 4) is partially or totally not predefined, 

adaptable, content–driven and knowledge worker in-

volved. We can then define their characteristics as 

follows:  

• Diversity: processes that can generate a set of 

execution cases that are structured very differently. 

• Knowledge–Intensive: Decisions in an unstruc-

tured process that are based on a lot of information, 

which may be provided from different resources. 

• Uncertainty: There is no single answer or 

end–result in an unstructured process. 

• Flexibility: There is no single way to complete an 

unstructured process. Each next step depends on the 

previous one and could be completely different every 

time we run the process. 

Moreover, figure 4 illustrates the transformation 

of a spaghetti process to become more comprehensible 

as a simplified process model. The operation simpli-

fies process models by keeping high frequent behav-

iors and filtering out low frequent behaviors. Indeed, 

executing loosely structured processes generates un-

structured behaviors (Taylor, 2014). After mining an 

unstructured log, a spaghetti-like process can be re-

vealed. "Spaghetti processes" is a metaphor of un-

structured ones. 

It cannot be assumed that a spaghetti–like process 

is wrong or that it has a problem caused by process 

discovery algorithms. It rather means a process model 

accurately reflects reality. However, spaghetti pro-

cesses still have issues that are difficult to be analyzed 

and hard to understand due to its complexity. In this 

context, it is a very interesting challenge to simplify an 

unstructured process into a more structured one. The 

BP characteristics (see Figure 5) can help to determine 

the system within we will implement our business 

processes. These systems can be defined as systems 

with intensive data or with intensive knowledge (see 

Figure 5). Here, we illustrate the passage between da-

ta–intensive system and knowledge–intensive system. 

Obviously, unstructured processes are composed of a 

set of structured processes. Indeed, process mining 

concept consists of treating well-structured processes. 

For this reason, PM still meaningfully usable for un-

structured processes. Consequently, PM can support 
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system with intensive knowledge, like Enterprise 

Content Management (ECM) and Adaptive Case 

Management (ACM) system, and systems with inten-

sive data like BPM. 

In (Hammer and Champy, 1993; Webber, 2011), 

the authors focus on how redesigning BPs by present-

ing four dimensions to quantitatively measure process 

performance (time, cost, quality and flexibility). This 

method cannot treat the three first phases (Design, 

Model, Execute) of the BPM life cycle because it is 

used after the execution phase. Further, the work in 

(Davenport, 1993) defines improvement metrics only 

in the monitor phase by controlling data related to the 

BP objective. Then, as stated in (Elapatha et al., 2020), 

the authors present a scientific method to evaluate 

BPM products by defining a set of criteria for each 

BPM phase except the optimization phase. Also, as 

reported in (Saxby et al., 2020) the author focuses on 

the objectives of performing BPM design. As well as 

cited in (Thomas et al., 2009), the authors identify the 

new functional requirements for a Semantic Business 

Process Management (SBPM) System for each phase 

of the BPM life cycle and explain the benefits of 

adopting semantic technologies in SBPM. The authors 

specify requirements, rather than solutions and metrics. 

Thus, in (Baluch et al., 2012) the authors propose a 

method to evaluate and monitor the business process 

against performance requirements and show the effects 

of ongoing processes on business goals, in a real-time 

manner. Additionally, the paper of (Harry, 1998) treats 

only the implementation phase of the BPM lifecycle. 

Furthermore, the authors in (De jong et al., 2016) use 

data warehouse in the BPM life cycle in order to sup-

port the tree following phases (Execute, Monitor, Op-

timize). Last, the work in (Kanji, 1990) considers the 

whole BPM life cycle by implementing techniques for 

process mining and intelligent (re)design to support 

the redesign and diagnosis phases and thus close the 

BPM life cycle. 

4. Process Models 

 

In this section, we resume existing process mining 

algorithms and tools 

4.1 Algorithms 

At the heart of a PM discovery technique lays 

process mining algorithms. These algorithms, often 

embedded in the process mining software, translate the 

data from event logs into readable models. Several 

algorithms are available, each having its own proper-

ties concerning the form of input, conversion of data, 

and form of output. One must pick the right algorithm 

for a dataset for the right goal and right way of visual-

ization. Much has been written about the mining algo-

rithms. Thus, a process discovery algorithm constructs 

a generic process model based on event logs. It is an 

abstracted and general representation of real event logs. 

Several discovery algorithms are described with basic 

representation of process models, like alpha algorithm. 

Other algorithms are representing different levels of 

abstraction combined with clustering and classification 

techniques, to model processes from unstructured and 

complex events. In this regard, we are inspired by 

(Van der Aalst et al., 2018) to list the following pro-

cess discovery algorithms: 

The first miner developed is the Alpha–algorithm 

(Sang, 1991). This algorithm is based on eight simple 

mathematical definitions and visualizes its models in 

the Petri Net modelling language. Because of its sim-

plicity, it is popular among scholars, but it is unpracti-

cal in real-life, because of its difficulty in handling 

noise, infrequent/incomplete behavior, and complex 

routing constructs. A second miner is the Heuristic 

miner (previously called Little Thumb), is better 

equipped to handle complex routing and it can abstract 

exceptional behavior and noise, making it suitable for 

actual logs (Vanden Broucke and Weerdt, 2017). The 

third algorithm is Fuzzy miner that focusses on un-

structured behavior and large event logs. Its output is 

configurable to reach a desired level of abstraction but 

can only be visualized in a fuzzy model (Gunther and 

Van der Aalst, 2007). Fuzzy mining adaptive process 

simplification based on multi perspective metrics in 

the international conference on business process man-

agement. Springer, Berlin, Heidelberg). Indeed, it 

deals with process complexity. It highlights significant 

information and hides less significant activities. In this 

sense, fuzzy miner simplifies unstructured processes. 
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The simplification process aims at preserving signifi-

cant behavior, while less significant but highly corre-

lated behaviors are aggregated into clusters, and less 

significant or less correlated behaviors are abstracted. 

Other interesting algorithms are: 

(1) Inductive Miner (IM): treats events by grouping 

them into sub-logs. For each sub–logs, a sub-process is 

generated. Then, a combination between the resulted 

sub-processes are released to obtain the generic pro-

cess model. In this respect, the IM algorithm produces 

sound models (Bogarin et al., 2018), i.e., less 

none-conformities detected, and it fits with the major-

ity of present logs. Besides, it cannot identify complex 

and non-local process control patterns. 

(2) Genetic Miner (GM): randomly creates process 

models from logs. For each process, the precision met-

ric is calculated. Then, sound models are combined 

based on the mutation operation. The genetic algo-

rithm improves models according to specific objective. 

The main limitation of this approach is their complex-

ity in discovering and representing process models 

from real data sets (Vanden Broucke and Weerdt, 

2017). State Based Regions (SBR): generates a Petri 

net from a Transitions System (ST) based on specific 

abstractions, such as: Set, Multi-Set, Sequence, and 

other types of abstractions, in which each state of the 

ST can be represented by a complete or partial trace. 

This algorithm ensures the fitness metric, as well as 

the identification of complex control structures. On the 

other hand, SBR is unable to process incomplete and 

noisy logs (Van der Werf et al., 2008). 

(3) Language Based Regions (LBR): The main idea 

of this algorithm is to find places based on the lan-

guage process. All candidate places correspond to a 

language region. The discovered Petri net will be ob-

tained by adding a place for each positive solution 

based on linear resolution. Each solution is represented 

as a triplet (A; B; C), where A is the set of inputs arcs, 

B is the set of outputs arcs and C is the number of to-

kens in the square. Indeed, the LBR algorithm uses 

properties derived from logs (causal relationships), to 

determine the final model by describing different 

places. Unfortunately, this algorithm is unable to pro-

cess incomplete and noisy logs (Van der Aalst et al., 

2018). 

 

4.2 Tools 

Currently, there is a wide range of research and 

commercial tools available in PM area: ProM1, Dis-

 

1 http://www.promtools.org/doku.php 

co2, ARIS Process Performance Manager3, QPR 

Process Mining4, ProcessGold5, Celonis6, Minit7, 

and myInvenio8. Indeed, several process mining tools 

are available. Choice can be based on a specific 

needed set of functionalities, supported data formats, 

but also costs. Finding the right tool can be difficult 

since no comprehensive comparison exists. 

Table 1 shows a list of process mining tools. 

Overall, three earnings models can be distinguished. 

First the common licencing structure where an organ-

ization can buy the tool for a certain period or indefi-

nitely. The tool can be sold in combination with or 

without support for implementation or analysis. This 

is the case with, for example, ARIS BPM (Process 

Performance Manager), Celonis Process Mining, and 

Disco. Another earnings model is offering process 

mining as a service (PMaaS). This is provided by 

Icris and Coney. And lastly, several open-source tools 

are available. Most famous example is ProM, but also 

Apromore is popular. Based on the number of aca-

demic publications on the topic, open-source process 

mining platform ProM seems to be the most popular. 

ProM is an extensible framework that runs on Java 

and obtains its functionality by a wide variety of 

plug-ins. Because it is an independent platform and is 

developed by process mining "creator" Will van der 

Aalst, it is popular among scholars performing ap-

plied research. There are over 1500 free plug-ins 

available, each with different functionalities and op-

tions (Van der Aalst, 2016). For example, the use of 

different miners (heuristic, alpha-algorithm, and 

fuzzy), sorts of output (Petri Net and BPMN), and 

types of analysis (process discovery, dotted chart, and 

social networks). However, the academic character 

makes it difficult to use. Manuals and instructions are 

missing, and support can only be found in its com-

munity of volunteers. It seems that only few commer-

cial organizations use this tool and even if they do so, 

they mostly use it to learn the concept of process 

 

2 https://fluxicon.com/disco/ 
3 http://www2.softwareag.com/ 
4 https://www.qpr.com/solutions/process-mining 
5 http://www.processgold.com/en 
6 https://celonis.com/ 
7 https://www.minit.io/ 
8 https://www.my-invenio.com/process-mining-vision/ 
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mining before buying more user-friendly tool. 

A more user-friendly process mining tool pack-

age is Disco, Developed by Fluxicon. Disco lacks 

some functionalities when compared to ProM, but 

distinguishes itself with a fast, well documented, and 

clear interface. Very limited knowledge on process 

mining is required to perform an analysis. But the 

lack of real-time connections to databases makes it 

less useful for large companies. It seems logical that 

Fluxicon focusses on small and medium-sized enter-

prises. 

A third tool package, used by MoD, is ARIS 

Process Performance Manager. This package contains 

three components: the administrator’s section, the 

business analyst’s section, and the dashboard. 

The section for the administrator is used to load 

the data. This can be a single file, but also a connec-

tion to a database. A good example is SAP. With the 

right connector, the SAP databases can be periodical-

ly and automatically loaded into the ARIS databases. 

Initializing this connector will cost some effort but 

can be a good investment. The business analyst’s sec-

tion of the tool is used for in-depth analysis. With the 

use of filters, selections of the dataset can be made. 

Analysts can use several techniques and models to 

answer their process related questions. The steps of 

this process (the query) can be saved, so when the 

data are refreshed, the analysis can be updated. 

The last section, the dashboard, is meant for 

tracking the organization’s process performance. The 

analyst can develop certain queries. For example, the 

average lead time of preventive maintenance of a 

specific weapon system, and this can be loaded into 

the process-centric dashboard as a Key Performance 

Indicator (KPI). The dashboard periodically collects 

recent data from the ERP and the process owner can 

follow the progression. Based on the average process 

and on its excesses, the process owner can decide to 

intervene. Also, the (Kebede, 2015) developed a 

model to compare ProM, Disco, and Celonis on fif-

teen characteristics. The model was updated to the 

lasted tool versions and Celonis was replaced for 

ARIS PPM. 

 

Table 1. Exhaustive list of process mining developers 

Start Software name Software Developper Country 

2005 ProM The Process Mining Group The Netherlands 

2007 
ARIS Process Performance 

Manager 
Software AG Germany 

2007 
Interstage Automated Process 

Discovery 
Fujitsu, Ltd. Japan 

2008 
StereoLOGIC Discovery An-

alyst 
StereoLOGIC The United States 

2009 The Process Mining Factory Icris The Netherlands 

2010 Apromore The Apromore Initiative Australia 

2011 Celonis Process Mining Celonis GmbH Germany 

2011 Perceptive Process Mining Perceptive Process Mining The United States 

2012 Disco Flusicon The Netherlands 

2012 QPR Process Analyzer QPR Finland 

2012 Process Mining Solution Coney The Netherlands 
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2013 
SNP Business Process Anal-

ysis 

SNP Schneider-Neureither & 

Partner AG 
Germany 

2013 minit Gradient ECM The United States 

2015 myInvenio Cognitive Technology Ltd. Malta 

2015 XMAnalyzer XMPro The United States 

2016 Lana Lana Labs GmbH Germany 

2017 ProcessGold ProcessGold International B.V. The Netherlands 

2018 Kofax insights Kofax INC. The United States 

2018 Appnomic OpsOne 
Appnomic self-healing enter-

prise 
India 

2019 MPM process mining Mehrwerk GmbH The Netherlands 

2020 EverFlow Icaro Tech Brazil 

2021 UiPath Process Mining UiPath Romania 

 

Table 2. Process mining compared to traditional BPI methodologies 

Concepts Process Mining (Mature version) 

First mentioned 2015 

Origin The rise of big data and accessibility of computing power 

Align Align de facto with de jure process models 

Process view Discovering, conforming, and enhancing business processes 

Involvement Multidisciplinary team 

Methodology Plan, extract, process data, mine and analyze event data, evalua-

tion, and process improvement & support in a team 

Primary Effects Gain quantitative and factual knowledge about processes 

Secondary Effects Improvements can be monitored and verified 

Criticism Demanding high quality data and structured processes 

 

5. Discussion and Conclusion 

 

A basic discussion of several traditional BPI meth-

odologies has already been given in section 1. In this 

research, we compare process mining with these tradi-

tional methodologies. On one hand, they find their origin 

in Lean and while throughout the years many different 

BPI approaches arose, the boundaries between these BPI 

approaches remain vague. In this regard, many ap-

proaches have been combined to form new BPI ap-

proaches and users often interchange the terms. As a 

science, this makes it difficult to investigate their char-

acteristics. An overview is presented to order eight 

widely used BPI approaches on nine properties. 

This overview contributes to the knowledge on BPI. 

However, this is only the tip of the iceberg. Scholars and 

management consultants frequently come up with new 

BPI approaches and combine them till distinction is long 

gone. For example, next to Lean Six Sigma and Lean 

MRO (Maintenance Repair and Overhaul) the research 

shows us that the variations Lean Start-up, Lean Manu-

facturing, Lean Management, Lean Thinking, Lean En-

terprise, and Lean Maintenance also are being used. 

These variations could be completely new methodolo-

gies, slightly adjusted methodologies, or identical to 

Lean as described in this chapter.  

On the other hand, all discussed BPI approaches have a 

statistical or analytical background, but process mining 

excels in its ability to automatically convert data into 

organized information. It is hypothesized that PM is a 

mature BPI approach. In its short history, process mining 

has made an impressive development. Every year, more 

process mining tool is developed, papers on the topic are 

published, courses in process mining are given, and case 

studies are conducted (Gonella, 2017). Since process 

mining is a data driven activity, and with data storage 

becoming cheaper and cheaper and initiatives like the 



 

Z. Lamghari / Int. J. Systematic Innovation, 7(1), 35-45 (2022) 

44 

http://www.IJoSI.org 

Internet of Things (IoT) boosting data production, new 

possibilities do arise.  

Mechanics can, for example, enter their activity 

data in the ERP with wireless tablets, giving real time 

analysis possibilities. Combining this with Artificial 

Intelligence (AI) and Machine Learning (ML) can offer 

even bigger opportunities. AI can find deviating process 

instances and even suggest improvements without hu-

man intervention. PM provides data on all activities of a 

process: its throughput, lead times, its delays, etc. These 

data can be used for building an accurate model in sim-

ulation tools. By reasoning, but also by trial-and-error, 

elements in the simulation can be changed till the model 

cannot be improved anymore. The changes can then be 

applied in the real world. Integrating process mining 

tools with simulation tool can create significant oppor-

tunities, and from the managerial standpoint, PM accu-

mulates teams experiments to produce more significant 

results. 

To conclude, all discussed BPIs have a statistical 

or analytical background, but process mining excels in its 

ability to automatically convert data into organized in-

formation. Compared with existing BPI methodologies, 

process mining had more computer capabilities to im-

plement BP improvements results. However, there are 

several drawbacks that must be addressed. Indeed, these 

drawbacks will be discussed in the following chapter. 

They mainly concern event logs quality and business 

process structures. 
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