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Abstract 

The Latent Dirichlet Allocation (LDA) model has two important hyperparameters that control the document-topic 

distribution known as alpha (α), and topic-word distribution known as beta (β). It is important to find the suitable 

values for both hyperparameters to achieve an accurate topic cluster. Using a single evaluation method to determine 

the optimal hyperparameters values is insufficient due to the size and complexity of the dataset. Thus, an experiment 

was conducted to study the relationship between the hyperparameters with perplexity, coherence scores and to estab-

lish a baseline for further topic modelling studies. It is the first study that focuses on multiple languages in Sarawak 

Gazette data for topic modelling. The study was conducted on LDA using Gensim package. The result shows that 

while perplexity scores were good indicator of the model’s ability to predict new or hidden data, the word cluster 

within topic does not always reflect the similarity or relationships between words which compromised topic interpre-

tation. The lowest perplexity score was observed when α was set to 5 and β to 0.4. The coherence evaluation indicated 

the optimal number of topics for each set of hyperparameter values although the relationship with hidden words re-

mains unclear. The coherence score is highest when the number of topics was 5 and 4. In conclusion, the perplexity 

scores are effective indicators of word prediction accuracy for each hyperparameter setting. While coherence captures 

the optimal number of topics needed to produce high-coherence word cluster within a topic. Combining both evalua-

tion methods ensures optimal results, producing topics that are both accurate and interpretable. 
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1.Introduction 

Topic modelling is a method to find a group of 

words or topics from a collection of words. According 

to Mohr & Bogdanov (2013), topic modelling is con-

sidered one of the text analysis methods and is used 

widely across disciplines in academia. The method 

provides an automatic way to code the content of a cor-

pus into meaningful categories or also known as 

‘topic’. 

According to Steyvers & Griffiths (2009), topic 

modelling was first described and detailed by Papadi-

mitrou etc. (1998) paper. Seymore & Rosenfeld (1997) 

paper was focused on topic detection and building the 

topic clusters based on the similarities of data from a 

dataset of 5,000 elemental topics. 

Hyperparameters in LDA model are used to con-

Fig the model and to specify the algorithm that mini-

mizes the loss function (Yang & Shami, 2020). Hy-

perparameter cannot be estimated from the learning 

data. Instead, it is set before the data training as the 

hyperparameters defined the model of topic modelling. 

Several recent studies, such as those by Muhajir etc. 

(2022), Xue etc. (2020), and Dieng etc. (2023), have 

explored the impact of hyperparameter tuning on topic 

model performance, demonstrating that varying the 

values of α and β significantly affects coherence and 

perplexity scores. Hyperparameters adjustment and 

tuning play a critical role in clustering. Two of the 

most important hyperparameters for LDA clustering 

task are α which controls document-topic distribution 

and β which controls topic-word distribution. Odden 

et. al. (2020) stating the need to find a stable hyperpa-

rameter of α to achieve accurate topics from an LDA 

model. 

One of the topic modelling methods is Latent Di-

richlet Allocation (LDA). Latent Dirichlet Allocation 

(LDA) was started back in 2003 from a study con-

ducted by Blei et. al. (2003) that applied the method 

for the machine learning (Péladeau & Davoodi, 2018). 

It is one of the Bayesian Network methods and one of 
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the well-established methods for natural language pro-

cessing (Teh et. al., 2006). 

The problem that arises from the optimization of 

hyperparameters is the evaluation method to validate 

and qualify the output. A single evaluation method is 

not able to give an adequate explanation of the quality 

of the results. Perplexity and coherence are two com-

mon evaluation metrics used in topic modeling. Per-

plexity measures the model's ability to predict unseen 

or hidden data, while coherence assesses how inter-

pretable the generated topics are to human readers. 

Previous research, including studies by Hassan etc. 

(2021), Pinto etc. (2021), and Wallach etc. (2009), has 

shown that relying solely on one evaluation method, 

such as perplexity, can negatively affect model inter-

pretability, highlighting the importance of combining 

both perplexity and coherence scores for a more accu-

rate assessment of topic model quality. Furthermore, 

Ding et. al. (2018) emphasized that relying on a single 

evaluation method will negatively affect the result. 

The paper explained the score of perplexity alone does 

not necessarily reflect the interpretability of the results 

which indicates the model scored higher in perplexity 

meanwhile the coherence of the model is low. Wallach 

et. al. (2009) also stressing the importance of hyperpa-

rameters to achieve performance gains. 

Hence, this study will investigate the relation be-

tween hyperparameters values (α [Dirichlet prior pa-

rameter of per document-topic distribution], β [Di-

richlet prior parameter of per topic-word distribution]), 

with the perplexity and coherence scores. The study is 

focusing on the process of topic modelling by using 

LDA model on a data that was extracted from histori-

cal documents. While previous studies have focused 

on applying LDA to social media and scientific da-

tasets, there is a significant gap in exploring historical 

documents, especially those containing multiple lan-

guages. This study addresses that gap by applying 

LDA to the Sarawak Gazette, a code-switched histori-

cal dataset, to evaluate the impact of hyperparameter 

tuning on topic model performance. 

2.Related Works 

One of the key outputs of topic modeling is the 

identification of topic clusters, which group similar 

words based on their relationships. In the early years 

of topic modeling, approaches like n-grams and k-val-

ues were crucial for ensuring accurate topic clusters 

(Seymore & Rosenfeld, 1997). In LDA, the α and β 

hyperparameters are important as these values deter-

mine the LDA model algorithm and processes. 

Muhajir etc. (2022) experimented with tuned-

LDA by adjusting hyperparameters to achieve optimal 

clustering. The study compared these tuned hyperpa-

rameters against several other algorithms and found 

that tuned-LDA outperformed the rest, although no 

neural network algorithms were tested. The tuned-

LDA outscored the rest of algorithms although no neu-

ral network algorithm is used in the experiment.  

Several studies have investigated how the hy-

perparameters α and β influence both the coherence 

(which measures topic interpretability) and perplexity 

(which measures model accuracy in predicting unseen 

data) of LDA models. For example, Xue et. al. (2020) 

found that different values of α and β can significantly 

affect the coherence and perplexity scores of LDA 

models applied to Twitter data. Similarly, Dieng et. al. 

(2023) proposed a topic modeling approach that incor-

porates word embeddings and showed that the choice 

of hyperparameters can impact the coherence of the 

resulting topics. 

Panichella (2021) also confirms the correlation 

between the hyperparameters α and β and the accuracy 

of the output of LDA. The paper detailed a study that 

manipulates hyperparameters by tuning it and tested 

on Gibbs iteration of the process. The study found that 

the result improved as both hyperparameters were set 

to 0 against the default value of 0.1 for both hyperpa-

rameters. 

Gertis (2021) found out that the hyperparameters 

values are important to achieve a desirable and inter-

pretable output. The paper gives two values for each 

of the α and β output. Wallach et. al. (2009) has a con-

clusion of the importance and effect of the hyperpa-

rameters. The study found that the asymmetric Direch-

let prior over document-topic distribution is better than 

the symmetric prior while asymmetric Direchlet prior 

over topic-word distribution is insignificant compared 

to the symmetric prior. 

Hassan etc. (2021) introduced a new method for 

determining the optimal number of topics in LDA 

models. They proposed using Normalized Absolute 

Coherence (NAC) and Normalized Absolute Perplex-

ity (NAP) to balance coherence and perplexity, result-

ing in improved model interpretability and accuracy. 

Pinto et. al. (2021) utilized both coherence and 

perplexity score to obtain optimal data and number of 

topics. The study found out that perplexity mathemat-

ical calculation is simpler than coherence although the 

quality of the result is inferior compared to the 
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coherence. Perplexity result indicates the best scores 

but the result that graded as having a good perplexity 

value does not reflect the quality of the output in form 

of word clusters. Newman et. al. (2011) used perplex-

ity and Pointwise Mutual Information (PMI) score to 

manipulate the number of topics. The study utilized 

both measurements to achieve an optimal coherence 

based on the number of topics which dictates by per-

plexity and PMI.  

Watanabe & Baturo (2023) utilized the hyperpa-

rameter to smooth out the topic clusters. The topic 

modelling process was repeated with the increment of 

hyperparameters values for each process to investigate 

the reaction between the likelihood of the next sample 

or output with the hyperparameters value. The paper 

found out that repetition also improves the inference 

of the unknown variable. 

Zhou et. al. (2023) also focusing on the relation 

between perplexity and coherence score with the hy-

perparameters. The study evaluated the LDA model 

and the hyperparameter values by analyzing the uni-

gram and bigram topic results. However, the study 

only focused on the hyperparameter that controls the 

number of topic while the other hyperparameters in-

cluding the α and β were ignored. 

Furthermore, the evaluation of LDA models us-

ing perplexity and coherence scores has been applied 

in various domains. Agarwal et. al. (2020) used LDA 

to mine issues on Twitter during the COVID-19 pan-

demic and evaluated the quality of the generated topics 

using coherence scores. Griffiths & Steyvers (2004) 

introduced LDA and presented a Markov chain Monte 

Carlo algorithm for inference in the model, demon-

strating its operation on a small dataset. 

Based on Fig 1 by Lee etc. (2018), LDA vector 

space, M represents the total number of documents in 

the corpus, and N represents the number of words per 

document. Each word in a document (W) is assigned 

to a latent topic (Z), forming a topic-word distribution 

(φ) and a document-topic distribution (θ). The hy-

perparameters α control the distribution of topics per 

document, while β controls the distribution of words 

per topic. Within LDA architecture, every word (W) 

that exists in a document corresponds or is related to a 

latent topic (Z), which gives a topic-word distribution 

in the corpus (θ and φ). 

 
Fig 1. The vector space of LDA. 

In the experiment, the dataset and the LDA model 

were treated as constant variables, while the hyperpa-

rameter values were manipulated. The resulting varia-

bles included the topics, coherence scores, and per-

plexity scores.  

In conclusion, these studies emphasize the im-

portance of tuning hyperparameters such as α and β to 

optimize topic clusters and balance coherence and per-

plexity. However, most of these studies focus on da-

tasets like social media or scientific texts, leaving a 

gap in applying LDA to code-switched historical da-

tasets, which this study aims to address. Manipulating 

the value of hyperparameters α and β were important 

in these papers as the values are determining the pro-

cess of clustering in the LDA model and crucial step 

to obtain the appropriate number of topics except Zhou 

et. al. (2023) which focused on K hyperparameter that 

determines the number of topics.  

The choice of hyperparameters α and β can im-

pact the coherence and perplexity of the resulting topic 

models. These evaluation metrics have been applied in 

various domains, including social media analysis dur-

ing the COVID-19 pandemic and scientific topic dis-

covery. Researchers have explored the correlation be-

tween hyperparameters and model performance, high-

lighting the importance of selecting appropriate values 

for α and β to achieve coherent and interpretable topics. 

However, there is lack of utilization of historical data 

as a dataset in these studies and the process of detailing 

such dataset is not detailed. 

3. Methodology 

 
Fig 2. The workflow of LDA for baseline study. 
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Fig 2 shows the workflow of LDA for the study. 

The dataset for the experiment consists of 193 Sara-

wak Gazette documents, spanning the years 1907 to 

1935, with a total of 2,696,635 words. The process be-

gins by acquiring pdf documents from the Sarawak 

Gazette portal. These documents were scanned docu-

ments of the historical Sarawak Gazette which each 

page is treated as an image. 

After acquisition, the documents were processed 

using an optical character recognition (OCR) tool. Due 

to the aging and damage of the Sarawak Gazette pages, 

the OCR results required extensive manual correction 

to handle errors. 

All processed Sarawak Gazette documents were 

combined into a single corpus. The corpus was pre-

processed by removing special characters, stop words, 

single-character words, punctuation, and numbers, and 

the text was converted to lowercase.  

The study adapted the workflow of Lee etc. (2018) 

on vector space. The input data was fed into the model. 

The α and β hyperparameters were then distribute the 

topics for documents and words for topics. The manip-

ulation of these hyperparameters was done to observe 

the influences and impacts of these manipulations to-

wards the quality of word clusters for each topic and 

the coherence of the word clusters.  

Removing single and double-letter words im-

proved the model's accuracy. This step was necessary 

because the aging and deterioration of the Sarawak 

Gazette pages caused OCR errors, misinterpreting 

some defects as letters or symbols. By removing a sin-

gle or double letters words and special characters, the 

number of errored words is able to be filtered out from 

the dataset. Then, the data was stored inside a bag of 

words and further divided into two sets of data for 

training and testing.  

The experiment was run by using LDA model 

from the GENSIM package. The hyperparameters 

value was set during this stage. The hyperparameters 

alpha (α) and beta (β) were incrementally adjusted for 

each process, while the K value (number of topics) re-

mained constant at its default value of 5 throughout the 

experiment. Each combination of hyperparameters re-

sulted in different word clusters, perplexity scores, and 

coherence scores, as the distribution of document-

topic and topic-word relations changed. 

Then, the model was trained with the training 

data. After the training phase, the model was once 

again run with the test data. The K hyperparameter de-

termines the number of topics produced by the model. 

The model iterated over the documents and randomly 

assigned words to topics. Next, it updated the propor-

tion of documents assigned to each topic based on the 

words. This process was repeated for each word, al-

lowing the clusters to be rearranged and reassigned 

with each iteration. The process is repeated, each time 

the hyperparameters were changed. The output of the 

model was recorded and saved. There are four outputs 

that were crucial for further analysis which includes a 

list of topics and its word clusters, word clouds, per-

plexity, and coherence score. 

4. Results and Analysis 

This section is split into perplexity score, word 

clouds, coherence score, and manual evaluation. Per-

plexity score measures the ability of a model to handle 

the hidden data. Word cloud demonstrates the word 

clusters per topic and coherence score measures the 

coherence between the words within the cluster. Man-

ual evaluation is done by human validating the result 

of the experiments.  

4.1 Perplexity Score 

The experiment was observing several expected 

outputs which are the perplexity score, coherence 

score, and word cloud. The perplexity scores are ben-

eficial to predict the ability of the model to deal with 

the hidden data while coherence scores reflect the co-

herent result of the model. Word clouds are important 

as a reference that reflects the interpretability of the 

result with the perplexity and coherence scores. 

Table 1 shows the increase of hyperparameters’ 

values causing the perplexity scores progressively 

larger. The results showed that the perplexity is at its 

best when α = 5, β = 0.4 with a value of -9.99. The 

coherence score showed the highest score when the 

number of topics is set at 3. 

 

Table 1. The perplexity score for hyperparameters. 

Hyperparameters values Perplexity scores 

α = 5, β = 0.4 -9.99 

α = 6, β = 0.5 -9.74 

α = 7, β = 0.6 -9.57 

α = 8, β = 0.7 -9.43 

α = 9, β = 0.8 -9.31 

α = 10, β = 0.9 -9.23 

 

Based on Table 1, the word cloud is adequate and 

interpretable compared to other results. The higher 
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perplexity score recorded for α = 10, β = 0.9. The mean 

value for perplexity score is -9.545. 

 

 
Fig 3. The perplexity graph. 

The result in Fig3 shows that, as the values of hy-

perparameters increased, the perplexity score grew 

progressively. The perplexity for α = 5 is -9.99 while 

the perplexity scores for α = 10 is -9.23. The result sig-

nifies the findings as the higher the values of hyperpa-

rameters, the higher the values of perplexity which is 

the higher the inaccuracies. 

4.2 Word Clouds 

The word cluster are visualized by using word 

cloud. The larger size words signify high occurrence 

within the text and its relevancy to the topic and the 

smaller size words signify lower occurrence. Based on 

the interpretation of Fig4, Topic 0 focusing on exhibi-

tion about Borneo; Topic 1 focusing on report of dis-

trict affairs from second, third, fourth, and fifth divi-

sions (encompassing every division in Sarawak during 

the Brooke’s administration except the first division 

that encompassing an area of today’s Kuching, Sama-

rahan, and Serian divisions). Below are the word 

clouds for the outputs of α = 5, β = 0.4: 

  

 

Fig 4. The word clusters for each topic when α = 5, β = 0.4 

In Fig4, Topic 2 focusing on shipping and mining 

industry in Brooketon (now known as Muara Coal 

Mine in Brunei); Topic 3 focusing on regatta that was 

held annually in Sarawak; and Topic 4 focusing on 

central government policy and activity of central gov-

ernment in Kuching. 

 

 

Fig 5. The word clusters for each topic when α = 6, β = 0.5 

Fig 5. shows the word clouds for α = 6, β = 0.5. 

Topic 0 focusing on economic activities such as ship-

ping and mining; Topic 1 focusing on the political re-

lation of Sarawak with the outside world as well as 

Brooke’s relation with the natives; Topic 2 focusing on 

the horse racing sports in Sarawak; Topic 3 contains 

random words and phrases; and Topic 4 focusing on 

reports from other divisions except the first division. 

 

 

Fig 6. The word clusters for each topic when α = 7, β = 0.6 

Fig 6. shows the word clouds for α = 7, β = 0.6. 

Topic 0 focusing on events happen in the October; 

Topic 1 focusing on report of events occur in the Jan-

uary and June; Topic 2 focusing on criminal and other 

problem from second, fourth, and fifth divisions; 

Topic 3 focusing on economic activities; and Topic 4 

focusing on horse racing sports. 
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Fig 7. The word clusters for each topic when α = 8, β = 0.7 

Fig 7. above are the word clouds for α = 8, β = 

0.7. Topic 0 focusing on reports from other divisions 

except the first division; Topic 1 focusing on economic 

activities of the state; Topic 2 focusing on horse racing 

sport activities; Topic 3 focusing on regatta events; and 

Topic 4 focusing on the colonial life during the 

Brooke’s era. 

 

 

Fig 8. The word clusters for each topic when α = 9, β = 0.8 

Fig 8. above are the word clouds for α = 9, β = 

0.8. Topic 0 focusing on reports from other divisions 

except the first division; Topic 1 focusing on a life dur-

ing colonial era; Topic 2 focusing on rice production; 

Topic 3 focusing on horse racing; and Topic 4 focusing 

on the economic activities. 

 

 

Fig 9. The word clusters for each topic when α = 10, β = 

0.9 

Fig 9. above are the word clouds for α = 10, β = 

0.9. Topic 0 focusing on economic activities; Topic 1 

several unrelated words and phrases; Topic 2 focusing 

on horse racing sport activities; Topic 3 focusing on 

report about Sibu; and Topic 4 focusing on the report 

of third and fourth division. 
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Fig 10. Coherence score for each of the experiment 

 

4.3 Coherence Score 

Table 2 shows the coherence result of the experi-

ment. The highest coherence value is 0.621 when α 

value is set to 9 and β to 0.8. The coherence values 

across number of topics when α value is set to 9 and β 

to 0.8 are consistently high with one fall below 0.300

 

Table 2. The coherence values for every hyperparameter values 

Experiment α β 
Topics 

1 2 3 4 5 

Ex. 1 5 0.4 0.292 0.308 0.424 0.421 0.379 

Ex. 2 6 0.5 0.220 0.397 0.365 0.303 0.454 

Ex. 3 7 0.6 0.393 0.387 0.397 0.461 0.462 

Ex. 4 8 0.7 0.303 0.355 0.474 0.490 0.542 

Ex. 5 9 0.8 0.388 0.460 0.440 0.621 0.481 

Ex. 6 10 0.9 0.384 0.340 0.409 0.529 0.464 

 

Table 2 shows lowest coherence score is 0.220 α 

value is set to 6 and β to 0.5 the coherence values 

across number of topics when α value is set to 6 and β 

to 0.5 is consistently low with the highest value within 

the range is 0.454 which fall when the number of top-

ics is 5, the second lowest after α = 5 and β to 0.4. 

The best number of topics when the hyperparam-

eters were set to α = 5 and β = 0.4 is 3 topics. The graph 

shows improvement except for the slight decrease 

when the topic is 5. 

The best number of topics when the hyperparam-

eters were set to α = 6 and β = 0.5 is 5 topics. The graph 

shows improvement with a decrease in value at topic 

3 and 4.  

The best number of topics when the hyperparam-

eters were set to α = 7 and β = 0.6 is 5 topics. The graph 

shows improvement although the values are relatively 

consistent at topic 4 and 5. The best number of topics 

when the hyperparameters were set to α = 8 and β = 

0.7 is 5 topics. There is consistent improvement in val-

ues across topics. The best number of topics when the 

hyperparameters were set to α = 9 and β = 0.8 is 4 top-

ics. There is a sudden drop of value at topic 5. The best 

number of topics when the hyperparameters were set 

to α = 10 and β = 0.9 is 4 topics. The value drops at the 

beginning before increasing and finally a slight de-

crease at the end. 
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4.4 Manual Evaluation 

Manual evaluation is conducted involving human val-

idator. Human validators are asked to score the coher-

ence of the word cluster for each topic based on a scale 

of 0 to 5 with 0 signify a very low coherence between 

words in the cluster to 5 as the most agreeable cluster. 

Human validators are also asked for the appropriate la-

bel for each topic.  

 

Table 3. Topic coherence rate by experiment 

Experiment Hyperparameters  Average Coherence Rate 

Ex. 1 α = 5, β = 0.4 3.36 

Ex. 2 α = 6, β = 0.5 3.16 

Ex. 3 α = 7, β = 0.6 2.92 

Ex. 4 α = 8, β = 0.7 3.72 

Ex. 5 α = 9, β = 0.8 3.60 

Ex. 6 α = 10, β = 0.9 3.08 

 

Table 3 shows the result of manual evaluation. 

Manual evaluation by expert has been done to validify 

and interpret the results of word clusters. The valida-

tors were asked to rate each of the topics for each ex-

periment from the scale of one to five with one signi-

fying a severe lack of coherence within the word clus-

ters of a topic and five as highly agreeable to the word 

clusters. The validators are also asked to state their in-

terpretation of a topic based on the word clusters 
 

        Fig 12. Average coherence rate per experiment 

 

 
Fig 11. Rating scales for each of the experiments 

 

Fig 11 shows that no validators have used Scale 

5 to rate the results of the experiment for α = 7, and β 

= 0.6 while Fig 12 shows the average coherence score 

for every experiment. The highest average coherence 

rate for the experiments is 3.72 when α = 8, and β = 

0.7. Based on the following Fig of the rating scales for 

each of the experiment, the highest average coherence 

rate is caused by the higher occurrences of Scale 5 

being used to rate the results of that experiment. The 

lowest coherence rate is when α = 7, and β = 0.6 at 

2.92.  

0

1

2

3

4

Ex. 1 Ex. 2 Ex. 3 Ex. 4 Ex. 5 Ex. 6

Average Coherence Rate Per 

Experiment
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Table 4. Topic coherence rate per topic for each experiment 

Experi 

-ments 
α β 

Average Coherence Rate of 

Topics 

0 1 2 3 4 
Ex. 1 5 0.4 2.80 4.00 2.60 3.00 4.40 
Ex. 2 6 0.5 2.80 3.60 3.60 1.80 4.00 
Ex. 3 7 0.6 3.00 3.20 3.40 2.80 2.20 
Ex. 4 8 0.7 3.60 3.80 4.00 3.20 4.00 
Ex. 5 9 0.8 3.40 3.40 4.20 3.20 3.80 
Ex. 6 10 0.9 3.00 2.80 3.20 3.80 2.60 

 

Table 4 shows the average coherence rate per 

topic by each of the experiment. Topic 4 of experiment 

1 has the highest average of coherence rate at 4.40. 

Further investigation found that the validators have 

chosen only Scale 4 and scale 5 to rate the result of 

Topic 4 in Experiment 1, hence explaining the highest 

average. The lowest average is Topic 3 in Experiment 

2 at 1.80. The validators have rated the result of this 

experiment with the lower scales arranging from Scale 

1 to Scale 3. The lower scales given has caused the 

average to fall below 2.00.

 

Fig 13. Average coherence rate per topic for every experiments  

 

Fig 13 shows the average coherence rate per topic 

for every experiment. Experiment 3 has the lowest 

overall coherence rate and shows a slow progress be-

fore falling in average coherence rate at Topic 3 and 

Topic 4. The highest overall average coherence rate is 

Experiment 4. The average coherence rate for all top-

ics is stable and only has a slight dip in Topic 3 before 

rising up again at Topic 4.  

Table 5. Topic coherence rate per topic across all experiments 

Topics Average Coherence Rate 

Topic 0 3.10 

Topic 1 3.47 

Topic 2 3.50 

Topic 3 2.97 

Topic 4 3.50 

The following Table 5 shows the average coher-

ence rate per topic across all experiments. Topic with 

the highest coherence rate is Topic 2 and Topic 4 with 

an average of 3.50. Fig 14 shows that Topic 4 has 

accumulated the highest number of Scale 4. Topic with 

the lowest average coherence rate is Topic 3 at 2.97. 

Topic 3 has a lower Scale 3 accumulation and has an 

almost accumulation size of Scale 2 and 3. 
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Fig 14. Rating scales for each of the topic  

 

The graph shows the pattern of average coher-

ence score for each topic across all experiments. The 

graph shows a rise from Topic 0 to Topic 2. A sudden 

dip happens in Topic 3 before a sudden rise at Topic 4. 

The average coherence rate for the entire topics is 3.31. 

 
Fig 15. Average coherence rate per topic across all experi-

ments 

The accumulation of scale used by the validators 

shows that the highest Scale 5 was used when rating 

the results of Topic 2 and the lowest is Topic 0 as 

shown in Fig 15 The application of Scale 5 shows a 

drastic influence on the average coherence rate as 

shown in Topic 2 and Topic 4, both of which accumu-

late a higher proportion of Scale 5 compared to other 

topics. The smaller scales such as Scale 1 and Scale 2 

dragged the average coherence rate. Topic 3 suffered 

from a high accumulation of lower scales and lack of 

Scale 5. Topic 1 also has an almost similar scale 

accumulation except for the high accumulation of 

Scale 4 which slightly increase the average coherence 

rate compared to Topic 3. 

Based on the average coherence rate, Topic 1 has 

the highest rate at 3.39. Topic 1 has a high application 

of Scale 3, Scale 4 and 2 applications of Scale 5. The 

second highest is Topic 4 with a rate of 3.28. Topic 4 

has a high application of Scale 4 which influenced the 

average coherence rate to be higher than other topics 

except Topic 1. Topic 3 is the lowest in terms of aver-

age coherence rate, only at 2.56. Topic 3 also has a 

high application of Scale 2 which is at 8 applications.  

The topic labels have been given by the validator 

after rating the clusters. Although the topics labelled 

differently from one validator to another, there are 

consistent pattern within these labels. For example, 

based on Topic 1 in the first experiment when α=5 and 

β=0.4, the validators gave several labels such as 

Sarikei-Mukah, places, and places in Sarawak. The la-

bels given clearly state something that is related to lo-

cations or places. However, there are certain topics 

that have mixed unrelated labels such as Topic 0 in the 

experiment that involves α=8 and β=0.7, the validators 

gave labels such as exports, social justice, and uniden-

tified. The answers for this demonstrate the varied in-

terpretation of the word cluster which is caused by the 

lack of coherence between words in the cluster.  
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Fig 16. Distribution of labels in topics of Experiment 1. 

Fig 16 shows the distribution of labels for Exper-

iment 1 with 60% of the evaluators label Topic 0 as 

culture and ethnic related terms while 20% label the 

topic as game and another 20% as rural. For Topic 1, 

all evaluators associate it as places. Topic 2 of Experi-

ment 1 is classified as printing by 20% of the 

evaluators and 40% each as service and transaction. 

Topic 3 is unanimously categorized as games or sports. 

The last topic of Experiment 1 is associated with de-

velopment of economy or education by 80% of the 

evaluators and the remaining 20% label the topic as 

high standard. 

 
Fig 17. Distribution of labels in topics of Experiment 2. 

As shown in Fig 17, Topic 0 of Experiment 2 

shows 40% of the evaluators label the topic as wharf 

and 10% each labelling it as mining town and trading. 

Another 10% classify the topic as unspecific. For 

Topic 1, 40% of the evaluators classify the topic as 

gold and another 40% classify it as history or politic 

while 20% classify the topic as unspecific. Topic 2 is 

associated with games or entertainment by 80% of the 

evaluators and 20% as shops. Topic 3 of Experiment 2 

is classified as unspecific by 60% of the evaluators and 

20% each as conjunction or measurement unit picul, 

indicating the ambiguity of the word cluster. The last 

topic of Experiment 2 is classified as places by 40% of 

the evaluators and the remaining 60% classify it as 

crimes. 
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Fig 18. Distribution of labels in topics of Experiment 3. 

 

Throughout Experiment 3 as shown in Fig 18, 

Topic 0 is associated with fisherman, culture, and boat 

race, with each label selected by 20% of the evaluators. 

Additionally, 20% of the evaluators label the topic as 

unspecific. For Topic 1, 20% of evaluators label the 

topic as air pollution, forestry and politics while the 

remaining 40% classify the topic as unspecific, reflect-

ing the vagueness of the word cluster. As for Topic 2, 

20% of evaluators label the topic as prisoner while 

40% of the evaluators categorize it as either places or 

administrative and laws related. 80% of the evaluators 

classify Topic 3 as economic related and the remaining 

classify it as month. The last topic of the experiment is 

classified as race or competition by 60% of the evalu-

ators while 20% classify it as leader. Another 20% 

classify the topic as unspecified. 

 
Fig 19. Distribution of labels in topics of Experiment 4. 

 

In Experiment 4 as shown in Fig 19, 40% of the 

evaluators classify Topic 0 as justice or law and 20% 

each as export activities and tribal chief. Another 20% 

classify the topic as unspecific as shown in Fig 19. For 

Topic 1, there is 100% agreement among the evalua-

tors, who classify the topic as related to economics. 

Topic 2 is classified as horse race and organizational 

terms by 40% each and the remaining classify the term 

as transaction. Topic 3 has a 30% label that is related 

to entertainment or sport and the 20% as prestigious 

persona, and another 20% as unspecific. Topic 4 has a 

heterogeneous label with each label representing 20% 

of the evaluators. The labels include gold, club mem-

bership record, politics, British society and British air.  
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Fig 20. Distribution of labels in topics of Experiment 5 

 

As observed in Fig 20 for Experiment 5, the eval-

uators identify Topic 0 as prize, politics or law. 20% of 

the evaluators failed to interpret the result and classify 

the topic as unspecific. Next, as for Topic 1, 40% clas-

sify it as race, 20% as British society and another 20% 

as Sarawak. The remaining 20% label it as unspecific. 

The evaluators unanimously relate Topic 2 as agricul-

ture related term. Topic 3 is labelled as game or sport 

or entertainment by 60% of the evaluators and 20% 

each to economy and unspecific.  Lastly, all evaluators 

relate the last topic to agricultural and economic terms. 

 

 
Fig 21. Distribution of labels in topics of Experiment 6. 

 

In the last experiment, 60% of the evaluators clas-

sify Topic 0 as laws or administration and the remain-

ing label it as rice as shown in Fig 21. In Topic 1, 20% 

label it as service, 40% as places or ethnicity, and the 

remaining 40% as unspecific. Topic 2 comprises 60% 

of the evaluators classify the topic as school or enter-

tainment, and another 40% as unspecific. 20% of eval-

uators categorize Topic 3 as exportation of rubber and 

the rest as crimes. The last topic shows a high degree 

of ambiguity as 60% of the evaluators label it as un-

specific. The remaining distribution shows the topic is 

classified as crime and law.  

The study shows the most heterogeneous results 

are obtained from Topic 3 and 4 of the Experiment 4, 

with each of the labels constituting 20% of the evalu-

ators. Five topics from Experiment 1, 4, and 5 receive 
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unanimous labelling by the evaluators. The label ‘un-

specific’ label is assigned 21 times with the highest 

proportion belonging to Topic 3 of Experiment 2 and 

Topic 4 of Experiment 6, as 60% of the evaluators 

classify these topics as unspecific. 

5. Discussion  

The perplexity scores increased steadily and 

peaked at α = 10. Pinto et. al. (2021) shows the per-

plexity score tends to be lower which is good when the 

number of topics and the values of hyperparameters 

are lower. Thus, the result shows the optimum result 

of perplexity score is when α = 5. 

The coherence scores for this hyperparameters 

values suggested that the most coherent result is ob-

tained when the number of topics are 4. The word 

clouds have a sufficient number of word clusters alt-

hough it does not necessarily reflect the interpretabil-

ity of the result. Different hyperparameter produced 

different word clusters and coherence scores due to the 

varied distribution of document-topic and topic-word. 

The coherence score charts across hyperparameters 

show an increase with α = 5, α = 9, and α = 10 shows 

a slight dip at topic 4.  

The experiment also showed that the perplexity 

value does not necessarily reflect the interpretability 

of results. When α = 6, β = 0.5, the perplexity indicates 

a high accuracy. The word cloud of the result showed 

slightly random words such as iii within the word clus-

ter and words that occurred twice in each of the word 

clouds which makes the interpretation for each topic 

rather difficult. Coherence score for this hyperparam-

eters values show that the highest coherent level is 

when the number of topics is 5. The fifth word cloud 

shows the words that are linked to criminal activities 

and reports. Pinto et. al. (2021) presenting the results 

of coherence score improving as the number of topics 

are increasing meanwhile showing the perplexity does 

not necessarily representing the coherence of the result.  

Several problems have been encountered during 

the experiment and evaluation phase of topic model-

ling by utilizing LDA. The first problem is the require-

ment of a large dataset to achieve high accuracy. It is 

problematic especially for the historical data that re-

quired familiar data due to the peculiarity of format 

and spelling although such data is rare and difficult to 

acquire. Certain words also occurred in two different 

topics such as the word ‘acting’ appeared in both Topic 

0 and Topic 3 of α = 9 due to the similar problem. The 

lack dimensional reduction caused some words to oc-

cur in more than one topic cluster. This lack of dimen-

sional reduction compromises the interpretability of 

topics.  

The perplexity score is useful to indicate the ca-

pability of the model to handle and predict the un-

known and hidden data although this is not sufficient 

in determining the optimal number of topics. However, 

the experiment showed that there is no correlation be-

tween perplexity score with coherence. A high scored 

perplexity score does not reflect the interpretability of 

word cluster within a topic. The perplexity is not re-

flecting the semantic interpretability and as a result, 

the perplexity score is not correlated with the manual 

inspection and interpretation of topic quality (O’Cal-

laghan et. al.,2015), (Yuan et. al., 2023).  

Coherence score is observed to be efficient to 

identify the best number of topics that are able to en-

sure the interpretability of the result although the sta-

tus of hidden or unknown data that may be important 

to the topic cluster is ambiguous. In the experiment, 

the coherence score is capable of establishing the cor-

relation between the score and the interpretation of 

topics compared to the perplexity score (Bretsko et. al., 

2023).  

Based on the manual validation and the original 

coherence score, it is cleared there are several differ-

ences. In the coherence score generated by LDA, α=9 

and β=0.8 shows the highest range of coherence score 

for its topics, the manual validation founds that α=8 

and β=0.7 yield the highest coherence rate. However, 

the value is not far off as the manual validation for the 

former one is the second highest.  

In conclusion, the LDA has several weaknesses. 

The repetition of certain words hindered a proper in-

terpretation either from the model itself or based on 

human inspection. The study also found that the per-

plexity does not reflect the quality of word cluster. 

6. Conclusions 

The results showed that as the hyperparameter 

values increased, the model produced more inaccura-

cies. Specifically, the word clouds became more ran-

dom, and the word clusters grew sparse. Additionally, 

the same words frequently appeared in multiple topics, 

leading to redundancy and making topic interpretation 

more challenging. The result also showed that as the 

hyperparameters increase, the result becomes harder to 

interpret, and the multiple occurrences of the same 
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words also caused confusion of assigning the name or 

summarizing the content of the topics. 

The coherence values for each hyperparameter 

setting were also analyzed. The results indicate that the 

best coherence values typically occur when the num-

ber of topics exceeds 3. The highest coherence scores 

were observed when the number of topics was set to 5, 

the maximum used in this experiment.  

Future studies should explore additional aspects 

of hyperparameter tuning and evaluation methods to 

further optimize the number of topics. A key focus 

could be comparing LDA with more recent algorithms, 

such as transformer-based topic modeling or other ad-

vanced LDA variants. Fine-tuning models for specific 

datasets may also yield improvements over traditional 

LDA techniques. It is also feasible to build a fine-tuned 

model that can be compared with the LDA results. 
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